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Abstract

Towards a Scalable, Adaptive and Network-aware Content Distribution Network

by

Yan Chen
Doctor of Philosophy in Computer Science
University of California at Berkeley
Professor Randy H. Katz, Chair

The Internet has evolved to become a critical commercial infrastructure for service delivery. However, The Internet being an enormous, highly-dynamic, heterogeneous, and untrusted environment raises several challenges for building Internet-scale services (such as content delivery) with good scalability, efficiency, agility and security. In this thesis, we explore these issues by developing a scalable, adaptive and network-aware infrastructure for efficient content delivery, namely Scalable Content Access Network (SCAN).

SCAN has four components: object location, replica placement and update multicast tree construction, replica management, and overlay network monitoring services.

First, we propose a novel simulation-based network Denial of Service (DoS) resilience benchmark, and apply it to evaluate and compare the centralized, replicated, and emerging distributed object location services. We find that distributed hash table (DHT) based object location service has the best resilience in practice. Thus we leverage it for replica location.

Second, we propose the first algorithm that dynamically places close to optimal number of replicas while meeting client QoS and server resource constraint, with overlay network topology only. These replicas further self-organize them into an application-level multicast tree on top of a DHT, Tapestry, which enables distributed “join” so that each node (including the root) in the tree only needs to maintain states for its parent and direct children.

Third, we apply cooperative clustering-based replication to SCAN, which achieves comparable users’ perceived performance to the conventional CDNs, while having only 4 - 5% of replication and update traffic, and 1 - 2% of the computation and replica management cost. Furthermore, we propose a unique online Web object popularity prediction algorithm based only on hyperlink structures, and applied it for online incremental clustering and replication to adapt to changes in users’ access patterns. This scheme adds new content to the appropriate existing cluster replicas even before accessed, to improve their availability during flash crowds.

Fourth, to provide a general foundation for applications to take advantage of network awareness, we develop a scalable overlay network measurement and monitoring system with two components: Internet Iso-bar for latency estimation, and TOM (Tomography-based Overlay network Monitoring) for loss rate estimation. Internet Iso-bar clusters hosts
based on the similarity of their perceived network distance to a small number of landmark sites, and chooses the centroid of each cluster as a monitor site. Evaluation using real Internet measurements shows that our scheme offers much better latency accuracy and stability than the traditional network/geographical proximity-based clustering. Furthermore, it detects 78% of congestion/failures with 32% false positive.

For mission-critical applications that require more accurate loss rate estimation, we developed TOM with a bit more measurements than Internet Iso-bar \(O(n \log n)\) instead of \(O(k^2 + n)\), but still much less than the current work \(O(n^2)\), where \(n\) is the number of end hosts and \(k\) is the number of clusters). TOM selectively monitors and measures the loss rates of a minimal basis set of \(O(n \log n)\) linearly independent paths, and then applies them to estimate the loss rates of all other paths. Both extensive simulation and Internet experiments show that TOM achieves high path loss rate estimation accuracy, has good load balancing, tolerates topology measurement errors and is adaptive to topology changes.

Finally, to demonstrate the effectiveness of the monitoring services, we develop a adaptive overlay streaming media system which leverages our monitoring services for real-time path congestion/failure information, and an overlay network for adaptive packet relaying and buffering within the delivery infrastructure. Traditional streaming media systems treat the underlying network as a best-effort black box, and adaptations are performed at the transmission end-points. However, our Internet experiments show that overlay routing can often improve the loss rate and/or TCP throughput for lossy paths, and our system typically adapts to network congestions within five seconds, achieving skip-free streaming media playback.

Professor Randy H. Katz
Dissertation Committee Chair
To my parents and my wife,

without whom this dissertation would be impossible.
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Chapter 1

Introduction

1.1 Motivation

The Internet has evolved to become a critical commercial infrastructure for service delivery. However, due to the IP addressing scheme, routing paradigm, and other historical reasons, the current Internet is not well suited for the purpose of emerging new service delivery contemplated by today’s applications. In response to these challenges, various forms of overlay networks, introducing new functionality within the network near the edges, have been proposed and some deployed in the Internet. For instance, commercial Content Distribution Networks (CDN) use overlay technology to bring content closer to the end users. The Internet being an enormous, highly-dynamic, heterogeneous, and untrusted environment raises several challenges for building Internet-scale services (such as content delivery) with good scalability, efficiency, agility and security.

To build an Internet-scale services, we need to address the following challenges:

- **Scalability** It is estimated to be 581 million Internet users in May 2002, and the number will reach one billion by 2005 [86]. The Internet carries 2,000TB traffic a day [89]. Despite such huge scale and fast growth, most existing Internet services rely on centralized architecture, *e.g.*, a cluster of local machines connected with high speed Ethernet. Such design is fundamentally unscalable to the number of clients/requests, will cause hot spots and single point of failure.

- **Efficiency** Given the rapid spread of portable computing devices, and wireless and sensor networks, end users have increasingly heterogeneous connectivity and devices (CPU, memory, *etc.*), desiring different quality of service (QoS). Current Internet applications treat all the clients equally with the best-effort services. To support different QoS of massive heterogenous clients requires distributed, efficient and balanced resource consumption of the underlying infrastructure.

We have been enjoying Moore's law for many years, *i.e.*, the computational power, DRAM capacity, and the disk storage capacity have been doubling every 18 - 24 months. However, according to the recent “International Technology Roadmap for Semiconductors 2002 Update” report, the present chip-size model will slow the Moore's
Law rate of on-chip transistors to 2× every three years. Another important metric, DRAM chip size reduction rate, is also estimated to stretch to 2×/2.5 to three years [117]. Meanwhile, the speed of information explosion outpaced that of the technology improvement - the annual digital information growth is about 50% [73]. Thus it is crucial to have Internet service providers to be efficient for bandwidth, storage, and management cost.

- **Agility** All the entities in the system, from clients, servers to network, change their status continuously. For instance, clients may change their interests for different contents and change their access patterns, servers may have various loads or even crash, network may have congestion or failures. Meanwhile, it is crucial for mission-critical applications to provide 24×7×365 availability. Obviously, Internet services need to monitor these changes and adapt to them.

However, most existing Internet services ignore these dynamics and only provide best-effort services. Recent CDNs like Akamai provide user-level agility in an inefficient manner (see Chapter 5.4), and provide limited system/network-level agility with inaccurate and unscalable monitoring (use clients’ DNS server as clients representative, see Chapter 6.1.1).

- **Security** Various forms of denial-of-service (DoS) attacks and viruses/worms are plaguing the Internet. For instance, Yankee Group, an Internet research firm, estimated that DoS attacks cost $1.2 billion in lost revenues in 2000 [101]. However, even well-known Internet service/application providers, such as Yahoo, Amazon, eBay and Microsoft’s DNS, suffered attacks.

In this thesis, I address these issues (especially the first three) by developing a suite of techniques to build a CDN, namely Scalable Content Access Network (SCAN), on top of a peer-to-peer location system. Content delivery is important because it has been dominating the Internet traffic. There are more than 3.3 billion Web pages [55] and a growth of 7 million pages every day [95]. The convergence in the digital world of voice, data and video is expected to lead to a compound growth rate of Web traffic.

Essentially, CDN improves content delivery performance by replicating content to multiple locations in the Internet, and by having users obtain data from the “best” data repository. Here, “best” is defined by the desired quality of service of clients, e.g., latency, bandwidth, and/or load. However, it remains an open issue how to provision, manage, and monitor such a replication infrastructure efficiently. In particular, we seek to address the following questions.

1. How to dynamically deploy optimal number number of replicas to meet clients’ QoS (e.g., latency) constraints without overloading servers?
2. How to maintain the coherence of the replicas when the original contents are changed?
3. Given any client’s request, how to find its nearby replica with good scalability?
4. How to reduce the replica management overhead (e.g., the amount of replica index states to maintain) without sacrificing the performance for end users (e.g., latency)?
5. How to estimate the network end-to-end distance, such as latency and loss rate, in a scalable and accurate manner to provide proximity and adaptation to network congestions and failures?

6. How to leverage network monitoring services to build adaptive applications?

Next, we will discuss the SCAN architecture and our contributions for solving the questions above.

1.2 SCAN Architecture

SCAN is a self-organizing soft-state replication system, as illustrated in Figure 1.1. There are two classes of physical nodes shown in the network-plane of this diagram: SCAN servers (squares) and clients (circles). We assume that SCAN servers are placed in Internet Data Centers (IDC) of major ISPs with good connectivity to the backbone. Each SCAN server may contain replicas for a variety of data items. One novel aspect of the SCAN system is that it assumes SCAN servers participate in a distributed routing and location (DOLR) system (a. k. a. distributed hash table (DHT)), Tapestry [137]. Tapestry permits clients to locate nearby replicas without global communication. Note that Tapestry is shared across objects, while each object has an application-level multicast tree for disseminating updates.

There are three types of data illustrated in Figure 1.1: Data sources and replicas are the primary topic of this thesis. They reside on SCAN servers and are always kept up-to-date. Caches are the images of data that reside on clients and are beyond our scope\(^1\).

---

\(^1\)Caches may be kept coherent in a variety of ways (for instance [111]).
1.3 Dissertation Overview and Contributions

<table>
<thead>
<tr>
<th>Part I</th>
<th>Provision: Dynamic Replication + Update Multicast Tree Building (Chapter 4)</th>
<th>Replica Management: (Incremental) Content Clustering (Chapter 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Network DoS Resilient Replica Location: Tapestry (Chapter 3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Part II Network End-to-End Distance Monitoring</td>
<td>Internet Iso-bar: latency (Chapter 7) TOM: loss rate (Chapter 8)</td>
</tr>
</tbody>
</table>

Figure 1.2: Layered architecture of the SCAN system.

As shown in Figure 1.2, SCAN leverages a peer-to-peer distributed hash table (DHT) system for scalable object location, applies dynamic replica placement for provisioning, achieves scalable replica management through (incremental) clustering of objects, and is monitored with scalable overlay network monitoring.

We summarize our contributions in the four components as follows:

1.3.1 Network DoS-resilient Object Location with DHT (Chapter 3)

Networked applications are extending their reach to a variety of devices, and locating objects is an important problem. Existing approaches can be roughly categorized into three groups: Centralized Directory Services (CDS), Replicated Directory Services (RDS), and the recently emerged Distributed Directory Services (DDS). Given the proliferation of network DoS attacks, we wish to select SCAN a directory service which is resilient to DoS attacks.

However, although the field of "security metrics" has at least a 20-year history involving the production of evaluation criteria, Information Assurance (IA) quantification, risk assessment/analysis methodology development, etc., it has provided neither generally acceptable nor reliable measures for rating IT security or requisite security assurance. For example, there lacks a general methodology to measure the resilience of a system or service to network DoS attacks. As the first step towards this ambitious goal, we propose a simulation-based network DoS resilience benchmark, and apply it to compare the three object location services. We find that DHT-based DDS has the best resilience in practice. Thus we leverage it as the location services for SCAN.

1.3.2 Dynamic Replica Placement and Update Tree Construction (Chapter 4)

Basically, the challenge of replication is to provide good Quality-of-Service (QoS, such as certain latency bound) to clients while retaining efficient and balanced resource consumption of the underlying infrastructure. We proposes a novel algorithm which combines dynamic replica placement with a self-organizing application-level multicast tree to
meet client QoS and server resource constraints. Each node (including the root) in the
tree only needs to maintain states for its parent and direct children. Simulation results
on both flash-crowd-like synthetic workloads and real Web server traces show that SCAN
deploys close to an optimal number of replicas, achieves good load balance, and incurs a
small delay and bandwidth penalty for update multicast relative to static replica placement
on IP multicast.

1.3.3 Scalable Replica Management using Content Clustering (Chapter 5)

SCAN is efficient on the number of replicas deployed. But given the large scale of
the World Wide Web, the per-URL-based replica placement computation and management
overhead is still overwhelming. Traditional Web caching systems and CDNs do not keep
track of the replicas deployed to avoid the management problem, but have to suffer inefficient
replication, and consequently poor performance (see Chapter 5.4).

SCAN reduces the replica management overhead by investigating several clustering
schemes to group the Web documents and to replicate them in the units of clusters. Evaluations
based on various topologies and Web server traces show that without sacrificing
users’ retrieval cost, the management overhead (in terms of amount of states to maintain
and replica location computational cost) is reduced by a factor of 50 - 100. Furthermore,
we propose a unique online Web object popularity prediction algorithm based only on hyperlink
structures, and applied it for online incremental clustering and replication to adapt
to changes in users’ access patterns. With this scheme, we pushes new content to the appro-
riate existing clusters even before accessed. It cuts down the retrieval cost by 4.6 times
compared with random replication, and by 8 times compared with no replication. Therefore
it is especially useful to improve document availability during flash crowds.

1.3.4 Scalable Overlay Network Monitoring (Chapters 7, 8 and 9)

End-to-end distance monitoring can enable Internet services, like CDN, to con-
struct an efficient overlay mesh, detect network failures, and facilitate dynamic server selec-
tion. Existing systems either lack scalability or accuracy, or face problems of deployment.
To overcome these shortcomings, we developed a scalable overlay network monitoring system
with two components: Internet Iso-bar for latency estimation and TOM (Tomography-based
Overlay network Monitoring) for loss rate estimation.

Internet Iso-bar clusters hosts based on the similarity of their perceived network
distance to a small number of landmark sites, and chooses the center of each cluster as
a monitor site. The distance between two hosts is estimated using inter- or intra-cluster
distances. Evaluation using real Internet measurements shows that Internet Iso-bar yields
much higher estimation accuracy \(^2\) and stability than the traditional latency estimation
systems which are based on network/geographical proximity clustering. Compared with
the best known prior work, GNP [83], our accuracy is similar, but the Internet Iso-bar
further detect 78% of congestion/failures \(^3\) in real time with 32% false positives because

\(^2\)The accuracy is the relative error between predicted latency and real latency as defined in [136].

\(^3\)See the definition of congestion/failures in Chapter 7.3.2.
GNP has the landmark sites as bottleneck for real-time coordinate update. Such accuracy is suitable for non-business P2P file sharing type of applications.

For mission-critical applications that desire accurate loss rate estimation, previous work require measurement of $O(n^2)$ paths for an overlay network with $n$ end hosts [40]. In contrast, TOM finds a minimal basis set of $k$ linearly independent paths that can fully describe all the $O(n^2)$ paths. It selectively monitors and measures the loss rates of these paths, and then applies them to estimate the loss rates of all other paths. By extensively studying synthetic and real topologies, we find that for reasonably large $n$ (e.g., 100), $k$ is only in the range of $O(n \log n)$. This is explained by the moderately hierarchical nature of Internet routing. Besides, TOM has good measurement load balancing, tolerates topology measurement inaccuracies, and is adaptive to topology changes, such as end host join/leave and routing changes. Both extensive simulation and experiments on the Internet show that we achieve high path loss rate estimation accuracy. We can also continuously update the loss rate estimates online. For example, in the Internet experiments, the average update time is 0.16 second for all 2550 paths, the absolute error of loss rate estimation is 0.0027 and the average error factor is 1.1.

We further demonstrate the effectiveness of the monitoring services with a adaptive overlay streaming media system. In contrast to traditional schemes which treat the underlying network as a best-effort black box and perform adaptations at the transmission end-points, our live streaming media system leverages scalable monitoring services (such as Internet Isó-bar and TOM) for real-time path congestion/failure information, and an overlay network for adaptive packet relaying and buffering within the delivery infrastructure. Specifically, streaming clients in our system employs overlay routing to bypass faulty or slow links and re-establish new connection to streaming servers. Using PlanetLab for Internet testbed, we show that overlay routing can often improve the loss rate and/or TCP throughput for lossy paths, and our system can typically adapt to network congestions within five seconds, achieving skip-free streaming media playback.

The rest of the thesis is organized as the follows. We discuss the CDN-specific techniques, including replica placement, location and management schemes, in Part I, and study the more general overlay measurement and monitoring services in Part II. In each part, we first examine previous work and their limitations, then present our own design, implementation and evaluation.
Part I

Replica Placement, Location and Management
Although quite a few commercial CDNs, like Akamai [4], Digital Island [44] Mirror Image [79] and Speedera [121], have been deployed, several challenges remain as follows.

1. Relying on centralized location services (CDN name servers), the current CDNs cannot keep track of the replicas deployed, have poor scalability and are vulnerable to network DoS attacks.

2. Inefficient replica placement makes it unaffordable to provide replica coherence.

3. Pull-based replica placement causes network congestion and source content server overloading when visited by flash crowds.

In Part I, we first examine related work on these issues (Chapter 2), then present our solutions as three major components of SCAN: replica location (Chapter 3), replica placement and coherence maintenance (Chapter 4) and replica management (Chapter 5).
Chapter 2

Previous Work

In this chapter, we first survey existing content distribution systems, namely Web caching (Chapter 2.1), uncooperative pull-based CDNs (Chapter 2.2), and cooperative push-based CDNs (Chapter 2.3). We compare these systems with SCAN, and summarize this in Table 2.1. Then we discuss the previous work on three building blocks of CDN: object location services (Chapter 2.4), multicast techniques for update dissemination (Chapter 2.5), and content clustering (Chapter 2.6). Finally, we summarize the limitations of previous work in Chapter 2.7.

2.1 Web Caching

Caching can be client-initiated or server-initiated. Most caching schemes in wide-area, distributed systems are client-initiated, such as used by current Web browsers and Web proxies [72]. The problems with both of these solutions are myopic. A client cache does nothing to reduce traffic to a neighboring computer, and a web proxy does not help neighboring proxies. Thus the effectiveness of caching is ultimately limited to the low level of sharing of remote documents among clients of the same site [14]. A possible solution, server-initiated caching, allows servers to determine when and where to distribute objects [13, 14, 59]. Essentially, Content Distribution Networks (CDNs, including our approach) are server-initiated caching with dedicated edge servers. Previous server-initiated caching systems rely on unrealistic assumptions. Bestavros, et al. model the Internet as a hierarchy and any internal node is available as a service proxy [13, 14]. This assumption is not valid because internal nodes are routers, unlikely to be available as service proxies. Geographical push-caching autonomously replicate HTML pages based on the global knowledge of the network topology and clients' access patterns [59]. More recently, adaptive web caching [77] and summary cache [48] are proposed to enable the sharing of caches among Web proxies. Caches exchange content state periodically with other caches, eliminating the delay and unnecessary use of resources of explicit cache probing. However, each proxy server needs to send index update of cached contents to all other proxy servers, and needs to store the content indices of all other proxy servers. Thus even with compact content index summary like the Bloom filter [48], the state maintenance and exchange overhead is still overwhelming and unscalable with the number of documents and number of cache servers. For instance, the target
<table>
<thead>
<tr>
<th>Properties</th>
<th>Web caching (client initiated)</th>
<th>Web caching (server initiated)</th>
<th>Uncooperative pull-based CDNs</th>
<th>Cooperative push-based CDNs</th>
<th>SCAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cache/replica sharing for efficient replication</td>
<td>No, uncooperative</td>
<td>Yes, cooperative</td>
<td>No, uncooperative</td>
<td>Yes, cooperative</td>
<td>Yes, cooperative</td>
</tr>
<tr>
<td>Scalability for request redirection</td>
<td>No redirection</td>
<td>OK, use Bloom filter [48] to exchange replica locations</td>
<td>Bad, centralized CDN name server</td>
<td>Bad, centralized CDN name server</td>
<td>Good, decentralized DHT location services</td>
</tr>
<tr>
<td>Granularity of replication</td>
<td>Per URL</td>
<td>Per URL</td>
<td>Per URL</td>
<td>Per Website</td>
<td>Per cluster</td>
</tr>
<tr>
<td>Distributed load balancing</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Replica coherence</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Network monitoring for fault-tolerance</td>
<td>No</td>
<td>No</td>
<td>Yes, but unscaleable monitoring</td>
<td>No</td>
<td>Yes, scalable monitoring</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison of various Internet content delivery systems
number of proxy servers in [48] is only in the order of 100. Furthermore, without dedicated infrastructure like CDN, caching proxies can not adapt to network congestion/failures or provide distributed load balancing.

2.2 Un-cooperative Pull-based CDNs

![Un-cooperative pull-based CDN architecture](image)

Figure 2.1: Un-cooperative pull-based CDN architecture

Recently, CDNs have been commercialized to provide Web hosting, Internet content and streaming media delivery. Basically, the contents are pulled to the edge servers upon clients' requests. Various mechanisms, such as DNS-based redirection, URL rewriting, HTTP redirection, etc.[9], have been proposed to direct client requests for objects to one of the CDN servers (a.k.a. CDN nodes or edge servers). Most of the commercial CDN providers, such as Akamai [4], Digital Island [44] Mirror Image [79] and Speedera [121] use DNS-based redirection due to its transparency [68]. Figure 2.1 shows the CDN architecture using DNS-based redirection. Given the rapid growth of CDN service providers, such as Akamai (which already has more than 13,000 servers in about 500 networks around the world [4]), we assume that for each popular clients cluster, there is a CDN server as well as a local DNS server. The client cluster is the group of clients that are topologically close. The clients can be grouped by their BGP prefix [67] or by their local DNS servers. The latter is simple and adopted in practice, but it is not very accurate [74].

Figure 2.1 gives the sequence of operations for a client to retrieve a URL. The hostname resolution request is sent to the CDN name server via local DNS server. Due to the nature of centralized location service, the CDN name server cannot afford to keep records for the locations of each URL replica. Thus it can only redirect the request based on network proximity, bandwidth availability and server load. The CDN server that gets the redirected request may not have the replica. In that case, it will pull a replica from the
Web content server, then reply to the client.

Due to the uncooperative nature, current CDNs often places many replicas than necessary and consumes lots of resources for storage and update. Simulations in Chapter 5.4 reveals that with reasonable latency guarantees, cooperative push-based CDN (defined in Chapter 2.3) only uses a small fractional number of replicas (6-8%) and less than 10% of the update dissemination bandwidth than the uncooperative schemes.

As a research effort, Rabinovich and Aggarwal propose RaDaR, a global Web hosting service with dynamic content replication and migration [105]. However, it requires the DNS to give the complete path from the client to the server, which in practice is often unavailable.

2.3 Cooperative Push-based CDNs

![Diagram of Cooperative Push-based CDN Architecture]

Figure 2.2: Cooperative push-based CDN architecture

Several recent works proposed to pro-actively push content from the origin Web server to the CDN edge servers or proxies according to users' access patterns and global network topology, and have the replicas cooperatively satisfy clients’ requests [71, 65, 104, 128].

The key advantage of this cooperative push-based replication scheme over the conventional one does not come from the fact that we use push instead of pull (which only saves compulsory miss), but comes from the cooperative sharing of the replicas deployed. This cooperative sharing significantly reduces the number of replicas deployed, and consequently reduces the replication and update cost, as shown in Chapter 5.4.

We can adopt a similar CDN architecture as shown in Figure 2.2 to support such a cooperative push-based content distribution. First, the Web content server incrementally pushes contents based on their hyperlink structures and/or some access history collected by
CDN name server (Chapter 5.9). The content server runs a “push” daemon, and advertises
the replication to the CDN name server, which maintains the mapping between content,
identified by the host name in its (rewritten) URL, and their replica locations. The mapping
can be coarse (e.g., at the level of Web sites if replication is done in units of Web sites), or
fine-grained (e.g., at the level of URLs if replication is done in units of URLs).

With such replica location tracking, the CDN name server can redirect a client’s
request to its closest replica. Note that the DNS-based redirection allows address resolution
on a per-host level. We combine it with content modification (e.g., URL rewriting) to
achieve per-object redirection [9]. References to different objects are rewritten into different
host names. To reduce the size of the domain name spaces, objects can be clustered as in
Chapter 5, and each cluster shares the same host name. Since the content provider can
rewrite embedded URLs a priori before pushing out the objects, it does not affect the
users’ perceived latency and the one-time overhead is acceptable. In both models, the
CDN edge servers are allowed to execute their cache replacement algorithms. That is, the
mapping in cooperative push-based replication is soft-state. If the client cannot find the
content in the redirected CDN edge server, either the client will ask the CDN name server
for another replica, or the edge server pulls the content from the Web server and replies to
the client.

Li, et al. approach the proxy placement problem with the assumption that the
underlying network topologies are trees, and model it as a dynamic programming problem[71].
While an interesting first step, this approach has an important limitation in that the In-
ternet topology is not a tree. More recent studies [104, 65], based on evaluating real traces
and topologies, have independently reported that a greedy placement algorithm can provide
content distribution networks with performance that is close to optimal. To simplify the
assumption about detailed knowledge of global network topology and clients’ distribution,
topology-informed Internet replica placement was proposed to place replicas on the routers
with big fanout [107]. They show that the router-level topology based replica placement
can achieve average client latencies within a factor of 1.1 - 1.2 of the greedy algorithm, but
only if the placement method is carefully designed.

2.4 Object Location Systems

Networked applications are extending their reach to a variety of devices and ser-
dvices over the Internet. Applications expanding to leverage these network resources find
that locating objects on the wide-area is an important problem. Further, the read-mostly
model of shared access, widely popularized by the World-Wide-Web, has led to extensive
object replication, compounding the problem of object location. Work on location ser-
"vices has been done in a variety of contexts [39, 58, 61, 137]. These approaches can be
roughly categorized into the following three groups: Centralized Directory Services (CDS),
Replicated Directory Services (RDS), and Distributed Directory Services (DDS).

Extensive work on these directory services have been proposed as we will discuss
in more detail in this subsection. However, to the best of our knowledge, there is no attempt
to benchmark and contrast their performance.
2.4.1 Centralized and Replicated Directory Services

A centralized directory service (CDS) resides on a single server and provides location information for every object on the network. See Figure 2.3. Because it resides on a single server, it is extremely vulnerable to DoS attacks. A variant of this is the replicated directory service (RDS) which provides multiple directory servers. An RDS provides higher availability, but suffers consistency overhead. Here we do not consider the partitioned directory service because it often requires extra meta directory server for maintaining the partitioning information, such as the root server of DNS.

2.4.2 Distributed Directory Services: the Tapestry Infrastructure

Networking researchers have begun to explore decentralized peer-to-peer location services with distributed hash table (DHT), such as CAN [108], Chord [124], Pastry [112] and Tapestry [137]. Such services offer a distributed infrastructure for locating objects quickly with guaranteed success. Rather than depending on a single server to locate an object, a query in this model is passed around the network until it reaches a node that knows the location of the requested object. The lack of a single target in decentralized location services means they provide very high availability even under attack; the effects of successfully attacking and disabling a set of nodes is limited to a small set of objects.

In addition, Tapestry exploits locality in routing messages to mobile endpoints.
such as object replicas; this behavior is in contrast to other structured peer-to-peer overlay networks [108, 124, 112]. Thus we leverage on Tapestry to build SCAN.

Tapestry is an IP overlay network that uses a distributed, fault-tolerant architecture to track the location of objects in the network. It has two components: a routing mesh and a distributed location services.

**Tapestry Routing Mesh** Figure 2.4 shows a portion of Tapestry. Each node joins Tapestry in a distributed fashion through nearby surrogate servers and set up neighboring links for connection to other Tapestry nodes. The neighboring links are shown as solid arrows. Such neighboring links provide a route from every node to every other node; the routing process resolves the destination address one digit at a time. (e.g., ***8 \(\Rightarrow\) **98 \(\Rightarrow\) *598 \(\Rightarrow\) 4598, where *'s represent wildcards). This routing scheme is based on the hashed-suffix routing structure originally presented by Plaxton, Rajaraman, and Richa [103].

**Tapestry Distributed Location Service** Tapestry assigns a globally unique name (GUID) to every object. It then deterministically maps each GUID to a unique root node. Storage servers publish objects by sending messages toward the roots, depositing location pointers at each hop. Figure 2.4 shows two replicas and the Tapestry root for an object. These mappings are simply pointers to the server \(s\) where \(o\) is being stored, and not a copy of the object itself. Thus for nearby objects, client search messages quickly intersect the path taken by publish messages, resulting in quick search results that exploit locality. It is shown in [103] that the average distance travelled in locating an object is proportional to the distance from that object.

### 2.5 Multicast for Disseminating Updates

For update dissemination, IP multicast has fundamental problems as the architectural foundation for Internet distribution. For instance, it works only across space, not across time, while most content distribution on the Internet works across both [50]. Further, there is no widely available inter-domain IP multicast.

As an alternative, many application-level multicast systems have been proposed [50, 32, 52, 98, 23, 138]. Among them, [32, 23, 98] target small group, multi-source applications, such as video-conferencing, while [50, 52, 138] focus on large-scale, single-source applications, such as streaming media multicast. Bayeux [138] is also built on top of Tapestry. It uses the Tapestry location service to find the multicast root(s), and then uses Tapestry routing to route both the control (e.g., “join”) and data messages. In contrast, we only use the Tapestry location mechanism to find the nearby replica.

Most ALM systems have scalability problems, since they utilize a central node to maintain states for all existing children [32, 52, 98, 23], or to handle all “join” requests [138]. Replicating the root is the common solution [52, 138], but this suffers from consistency problems and communication overhead. On the other hand, Scribe [113] and the update multicast system of SCAN (namely dissemination tree, see Chapter 4) leverage peer-to-peer routing and location services, and do not have the scalability problem. Scribe is a large-scale event notification system, using overlay DHT for both subscription and dissemination. The dissemination tree is more efficient because we use overlay DHT only for subscription, and
use IP for dissemination directly.

2.6 Content Clustering

There is considerable work done in data clustering, such as K-means [66], HAC [129], CLANRNS [82], etc. In the Web research community, there have been many interesting research studies on clustering Web content or identifying related Web pages for various purposes, such as pre-fetching, information retrieval, and Web page organization, etc. Cohen, et al. [37] investigated the effect of content clustering based on temporal access patterns and found it effective in reducing latency, but they considered a single server environment and didn’t study the more accurate spatial clustering. Padmanabhan and Mogul [93] proposed a pre-fetching algorithm using a dependency graph. When a page A is accessed, clients will pre-fetch a page B if the arc from A to B has a large weight in the dependency graph. Su, et al. proposed a recursive density-based clustering algorithm for efficient information retrieval on the Web [125]. As in the previous work, our content clustering algorithms also try to identify groups of pages with similar access pattern. Unlike many previous works, which are based on analysis of individual client access patterns, we are interested in aggregated clients’ access patterns, since content is replicated for aggregated clients. Also, we quantify the performance of various cluster-based replications by evaluating their impact on replication.

Moreover, we examine the stability of content clusters using incremental clustering. Incremental clustering has been studied in previous work, such as [21] and [135]. However, to the best our knowledge, none of the previous work looks at incremental clustering as a way to facilitate content replication and improve the access performance perceived by clients. We are one of the first to examine clustering Web content for efficient replication, and use both replication performance and stability as the metrics for evaluation of content clustering (Chapter 5).

2.7 Summary

In summary, we find that previous work on CDN and its related techniques have the following limitations.

1. Client-initiated web caching is myopic, while the server-initiated web caching has unscalable content state exchange overhead. Neither can adapt to network congestion/failures or provide distributed load balancing.

2. CDNs rely on centralized location services, thus they have to either apply inefficient and pull-based replication (uncooperative CDN), or replicate at the granularity of per website and sacrifice the performance to clients (cooperative CDN).

3. There is no performance or DoS attack resilience benchmark for existing location services. This makes it difficult to compare the alternative proposals.

4. No coherence to replicas/caches: IP multicast doesn’t exist in the Internet, while the existing application-level multicast has scalability problem.
5. Content clustering is based on individual client access patterns, and thus not suitable for shared, cooperative access of CDNs.

In SCAN, the first two limitations are addressed with distributed location services, Tapestry, and we propose a network DoS resilience benchmark to contrast its performance with other alternatives (Chapter 3). For limitation 4, we dynamically place replicas and self-organize them into a scalable application-level multicast tree to disseminate updates (Chapter 3). The last limitation is tackled with (incremental) clustering of Web contents based on aggregated access patterns for better replica management scalability (Chapter 5).
Chapter 3

Performance Comparison of Object Location Systems: A Case Study of Network Denial of Service (DoS) Attack Resilience

Traditional CDNs redirect clients’ requests only based on the network proximity, regardless of where the replicas of requested object have been deployed. This is because their centralized CDN name servers cannot afford to keep track of the replica locations, which leads to inefficient replication (see Chapter 5.4). Furthermore, it is a common belief that such centralized approach has poor scalability and is vulnerable to network DoS attacks.

On the other hand, there are emerging replicated and distributed directory services (Chapter 2.4). In this chapter, we seek to compare their performance and choose the best one for SCAN. In particular, we focus on contrasting the network DoS attack resilience, which also sheds light on the scalability performance of these services. We will start with motivation (Chapter 3.1), then the threat model (Chapter 3.2) and benchmark setup (Chapter 3.3). Finally, We will contrast the DoS resilience of these architectures (Chapter 3.4).

3.1 Motivation

Network DoS attacks are increasing in frequency, severity and sophistication, making it desirable to measure the resilience of systems to DoS attacks. From 1989-1995 the number of DoS attacks increased 50% per year [60]. Additionally, a 1999 CSI/FBI survey reported that 32% of respondents detected DoS attacks directed at their systems [62]. To make things worse, automatic attack tools (such as Tribal Flood Network(TFN), TFN2K, Trinoo and stacheldrant) allow teenagers to launch widely distributed DoS attack with a few keystrokes (so called “script kiddies”) [38]. Given the proliferation of DoS attacks, many mission-critical applications claim DoS resilience. To test these claims, there is a desire for a general methodology to measure the resilience of a system or service to network DoS
attacks.

DoS attacks are difficult to analyze because they are system-wide phenomena. Viewing components or attackers in isolation often fails to expose interesting behavior. As a consequence, we choose to observe a simulation of a complete system, including realistic network topology, client workloads, server architecture, and attack profiles. Chapter 3.3 will describe the simulation environment in detail. Here we wish to understand the types of attacks that might be mounted against object location services and how we can assess their impact.

Our work is the first attempt towards benchmarking DoS attacks for arbitrary network services. In [116], the authors investigated several approaches to fighting TCP SYN attacks and developed a tool which actively monitored the network for suspicious attack behavior and terminated dangling connections left by the attacker. In [120], the authors describe the use of an end-to-end resource accounting in the Scout operating system to protect against resource-based DoS attacks. Both these works present microbenchmarks testing the effectiveness of the proposed countermeasure. Our approach differs partly in that we investigate attacks on availability of a service, rather than on a particular server.

Brown and Patterson [17] investigate the use of fault injection to benchmark availability and apply their methodology to software RAID systems. Our work is similarly based on injecting faults into a workload and investigating the effect, but our faults are malicious in nature.

3.2 Threat Models

Denial of Service attacks come in many shapes and sizes. In fact, the CERT Coordination Center [20] has proposed the following taxonomy:

- Consumption of network connectivity and/or bandwidth
- Consumption of other resources, i.e., CPU cycles or kernel data structures
- Destruction or alteration of configuration information
- Physical destruction or alteration of network components

Specializing this set for object location services, we identify two general classes of attack: Flooding Attacks and Corruption Attacks:

3.2.1 Flooding Attacks

The most popular network DoS attack is the flooding attack, in which the attacker sends superfluous requests at a high rate. Flooding attacks overload the victim's resources (such as queues and CPU), and also swamp the local routers, gateways and links. These DoS attacks can be classified as point-to-point or distributed. There are four major point-to-point DoS attacks: TCP SYN flooding, UDP flooding, ICMP flooding and Smurf attacks [43].

Distributed DoS (DDoS) attacks combine point-to-point DoS attacks with distributed and coordinated control. Figure 3.1 shows the structure of a DDoS attack, with
one or more attackers controlling handlers, with each handler controlling multiple agents\(^1\). Handlers and agents are extra layers introduced to increase the rate of packet traffic as well as hide the attackers from view. Each agent can choose the size and type of packets as well as the duration of flooding. While the victim may be able to identify some agents and have them taken off-line, the attacker can monitor the effects of the attack and create new agents accordingly [43]. In general, attack simulation parameters should be chosen to cover a sufficient spectrum of attack traffic versus legitimate traffic to show interesting results.

### 3.2.2 Corruption Attacks

When an attacker corrupts or destroys information, we call this a corruption attack. There are numerous variants on this type of attack. For instance an attacker might alter configuration information to prevent the use of a computer or network. Or, an attacker might corrupt routing tables, causing victim nodes to redirect traffic toward the attacker, which would subsequently drop or deny requests. It is not possible to test all attacks, so typical examples of this category should be simulated and measured.

### 3.2.3 Measuring Resilience

DoS attacks reduce resource availability. Here, availability refers to a spectrum of service quality, not simply “up” versus “down”. Though the choice of Quality of Service (QoS) metrics depends on the system or service being studied, Brown and Patterson have suggested performance, completeness, accuracy and capacity as starting points [17]. For our particular study, we consider metrics of response latency, request throughput, and time to recover\(^2\). We examine the level degradation of a service under attack to assess the resilience of that service.

---

\(^1\)Compromised hosts responsible for generating packet streams directed at the victim.

\(^2\)A corrupted directory service could prevent service entirely, but this is beyond the scope of the current study.
Of course, Denial of Service is multidimensional in that system A may be more resilient than system B for one type of attack but less resilient for another. Usually, the particular threat-model under consideration defines a set of dimensions, one for each class of threat. Combining these dimensions to yield a particular resilience ranking is a very system-specific task and hard to generalize. Our solution is to be sufficiently specific in the definition of the threat model and only quantify the resilience in that model.

3.3 Experimental Setup

We built a complete system on top of ns2 simulator [16]. All of our nodes function as both clients and hosts with a subset providing the directory service. Clients send lookup requests to the directory service, which either returns the location of a replica or forwards the request directly to the replica. We selected some nodes to be attackers and measured changes in the availability of system resources.

We used 1000 node network topologies generated by GT-ITM [134] using a transit-stub model. Each graph is made up of five transit domains. These domains are guaranteed to be connected. Each transit domain consists of an average of eight stub networks. The stub networks contain edges amongst themselves with a probability of 0.5. Each stub network consists of an average of 24 nodes, in which nodes are once again connected with a probability of 0.5. We then extended these topologies with common network bandwidths as recommended in [52]. Our routers use simple drop-tail queuing with the default NS queue size 50 (we assumed attackers will spoof their IP addresses, defeating any filtering done by more complicated queuing policies).

3.3.1 Client Operation

We generated synthetic client workloads using both Zipf’s law [5] and hot-cold [106] models. Zipf’s law states that if objects are ranked according to their access frequency, then the number of requests of the object with rank \( i \) is proportional to \( 1/i \). In a hot-cold model, a small portion of the objects (10%) receive the majority (90%) of the requests. Our network has 500 objects, each with three replicas placed on three randomly chosen nodes. The sizes of objects were chosen randomly from the interval 5KB - 50KB. Nodes request a data object, wait for the data and then request another, such as when a user is following a series of web links.

3.3.2 Directory Server Operation

We used five different directory services in our simulations:

**CDSr** The simplest directory service is the Centralized Directory Server(CDS). Here, one non-transit node is chosen to be the directory server. Object requests are made in two stages. First, the directory server is queried and returns the location of a random replica of the object. Second, the requesting node communicates directly with the node hosting the replica and the data is returned.
CDSo Same as above, except that the directory server returns the location of the replica which is closest to the requesting node.

RDSr The Replicated Directory Service (RDS) is placed on four random, widely-distributed, non-transit nodes. Queries are made as above, except that a node must choose one of the servers to fulfill its request. Here, the choice is made randomly for each request. The replica is also randomly chosen by the directory server as in the CDSr.

RDSo Same as the RDSr, except that each node sends requests to the nearest directory server. (Replica choice is still random).

DDS For the DDS, we implemented a simplified version of Tapestry as an extension to ns. All messages between nodes are passed by ns’s TCP/IP agent. Messages route through the object’s tree to the statistically closest object replica, and the replica responds by sending the data contents directly to the requesting node. Our Tapestry data structures are statically built at the start of the simulation using full knowledge of the topology, and using hop count as the network distance metric. It should also be noted that our implementation is un-optimized and is likely slower than a real implementation would be. On the other hand, the static configuration of Tapestry may overlook the effect of dynamic node failures on its DDoS resilience. It is our future work to address that issue.

3.3.3 The Attacks

We modeled two types of attacks in our simulations:

Flooding Attacks

The first attacks we simulated flood some important node(s) and overload their queues to reduce the number of legitimate requests that get through. We randomly designated some nodes “agents”; the agents then stream a constant bit rate at the victim. We varied the number of agents as well as the severity (bit rate) of flooding. The life time of each agent was randomly chosen from 0 - 200 seconds with new agents immediately replacing those taken off-line.

For the CDS and RDS, we attacked the directory server(s). We attacked the closest analogy in Tapestry, the root of a hot object. For comparison with the CDS (RDS), we flood the root of one (four) hot object(s), keeping the number of attacked nodes the same.

Corruption Attacks

As these attacks are system/service-specific, we only simulated two attacks here as examples. This is by no means to be an exhaustive list of such attacks. We just discuss two examples as representatives.

The first attack forces an important node to believe there is a link with negligible latency between the nodes which are actually the farthest apart. We attack the directory server of the CDS, a random directory server of the RDS and the Tapestry root node of a hot object for comparison.
The second attack is specific to Tapestry; a malicious Tapestry node claims to be the root node of all objects. By replying with a negative result to any request it receives, this node can potentially convince clients that requested objects do not exist, denying them access to an existing resource. The question we ask here is “how many nodes are affected?”

3.4 Results

3.4.1 Flooding Attacks

We performed simulations of flooding attacks on the CDS, RDS, and Tapestry with hot-cold and Zipf’s law workloads. The results were similar for both workloads, so we present only hot-cold results.

Comparison of CDS and Tapestry

First, we compare the performance of CDS with Tapestry. We simulated one attacker at a rate of 500 or 2000 bytes every 5 ms or four attackers at rates between 500 bytes every 20ms and 500 bytes every 5ms. The results are shown in Figures 3.2 and 3.3. These figures reveal that a single attacker does not significantly influence performance, while distributed attackers, each flooding at the same high rate, cause severe denial of service.

While a CDS suffers greatly under severe attacks, Tapestry shows some resistance. This can be explained by the distributed nature of Tapestry. For each simulation, we normalize the throughput under various attacks vs. normal throughput, and plot it as Figure 3.4. The normalized graph shows that the throughput of CDS drops to 6-7%, while Tapestry remains over 90% of throughput under the most severe attacks. This is because Tapestry satisfies many requests even before they reach the root.

One interesting observation, as shown by the two rightmost sets of data in Figures 3.2 and 3.3, is that distributed attackers cause more severe DoS than a single attacker, even when injecting the same amount of flood traffic. The reason for this is that the DoS
Figure 3.4: Normalized throughput of CDS vs. Tapestry under DoS flooding attacks

Figure 3.5: Dynamics of average response latency of CDS vs. Tapestry under DoS flooding attacks

Figure 3.6: Dynamics of throughput of CDS vs. Tapestry under DoS flooding attacks

attack power of single attacker is limited by the bottleneck bandwidth from the attacker to the victim.

Figures 3.5 and 3.6 show the dynamics of the most severe flooding attacks on CDS and Tapestry. The attack(s) start at 40 seconds and end at 110 seconds. Given our simulation setup, the time to recover for CDS with both policies is 40 seconds. As Tapestry is not really affected much, its time to recover is negligible.

Comparison of RDS and Tapestry

To explore a replicated directory service, we put four servers on widely-distributed, non-transit nodes. We investigated two policies: either the client contacts a random directory server (RDSr) or the closest one (RDSo). We did not simulate consistency traffic between directories.

Again, the single flooding attack has little effect, so we only present results of DDoS attacks in Figure 3.7 and 3.8. We randomly selected four non-transit nodes as attackers. Each of these nodes attacks a directory server in a different subnet or the DDS root of a hot object; these attacks have little effect. We also randomly selected sixteen non-transit
attack agents in groups of four, each from different subnets. Each group attacked one RDS directory server or the DDS root of a hot object. The attack rate varied from 500 bytes every 10ms to 500 bytes every 1ms, with each agent set to the same rate.

Both forms of RDS and Tapestry are far more resilient to DoS than CDS (observe the difference in flooding rates along the X-axes). Thus, replication and topology-aware locality can significantly increase resilience to DoS attacks. In our simulations, the optimal RDS always performs better than Tapestry. This is because Tapestry may be forced to make traverse bottleneck links multiple times, whereas the clients in the same subnet as an RDS directory server can avoid the bottlenecks entirely. A more interesting observation, however, is that Tapestry comes very close to optimal RDS; as the number of objects and size of network increases, the number of replicated directory servers required to compete with the self-organizing nature of Tapestry is likely to increase, making Tapestry a better overall choice. Meanwhile, Tapestry outperforms the random RDS on severe attacks, lending credence to the locality properties of Tapestry.

3.4.2 Corruption Attacks

When we compromised routing information at important nodes, the CDS and RDS, which access a random replica, are not affected\(^3\). The performance of the CDS which returns the optimal replica was degraded to 85%. The impact to Tapestry is negligible, with overall performance reduced by only 2.2%. We also simulated the Tapestry-specific node spoofing attack. The effects of the attack are displayed in Figure 3.9. The attack affects 24% of the network.

3.4.3 Resiliency Ranking

How might we combine the results of previous sections into a single ranking? As Denial of Service is multidimensional (Chapter 3.2.3), we might assign weights to different types of attacks based on perceived severity or frequency. For instance, if we assign 80% weight to flooding attacks and 10% each to two “corruption” attacks, we can roughly rank

\(^3\)We assume that the directory server(s) are not routers or gateways.
the directory services as in Table 3.1. It is our future work to automate the weight generation more systematically (Chapter 10.2).

Here we simulate all eight attacks in Figures 3.2, 3.3, 3.7 and 3.8 for all three types of directory services and report a weighted sum of normalized throughputs. The weights are assigned in proportion to the amounts of flood traffic and the normalization is based on the corresponding directory service performance without attack; this will vary from system to system, but does give an idea how these services differ in terms of DoS resilience.

From Table 3.1, RDS with the optimal directory server has the best resilience. However, the optimal directory server requirement is not very realistic. Thus we choose DDS, and in particular, Tapestry, for our location services. In the next chapter, we will

<table>
<thead>
<tr>
<th>Directory services</th>
<th>Flooding attack (80%)</th>
<th>Corruption attack (10%)</th>
<th>Node spoofing attack (10%)</th>
<th>Total score</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDS, random replica</td>
<td>0.027</td>
<td>N/A</td>
<td>N/A</td>
<td>0.2216</td>
<td>4</td>
</tr>
<tr>
<td>CDS, optimal replica</td>
<td>0.023</td>
<td>0.85</td>
<td>N/A</td>
<td>0.2034</td>
<td>5</td>
</tr>
<tr>
<td>RDS, random dir server</td>
<td>0.17</td>
<td>N/A</td>
<td>N/A</td>
<td>0.336</td>
<td>3</td>
</tr>
<tr>
<td>RDS, optimal dir server</td>
<td>0.48</td>
<td>N/A</td>
<td>N/A</td>
<td>0.584</td>
<td>1</td>
</tr>
<tr>
<td>DDS (Tapestry)</td>
<td>0.35</td>
<td>0.978</td>
<td>0.76</td>
<td>0.4538</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3.1: Attempting to rank the five different directory services. “N/A” means that the attack is not applicable to the service, and we give it a score of 1.0.
discuss how to leverage Tapestry to dynamically place replicas and build application-level multicast tree for update dissemination.
Chapter 4

Dynamic Replica Placement

As shown in Figure 1.2, replica placement is a key component of SCAN. According to users' requests, it dynamically places a minimal number of replicas while meeting client QoS and server capacity constraints. The location services discussed in last chapter are notified about the new replicas via Tapestry PUBLISHOBJECT API [137]. The replicas are grouped into clusters to reduce the management overhead, and network-level adaptation is enabled via overlay monitoring services (to be covered in the next few chapters).

In this chapter, we will study replica placement, and how these replicas are self-organized into a application-level multicast tree (termed as dissemination tree, or d-tree) with small delay and bandwidth consumption for update dissemination. The important intuition here is that the presence of the DOLR (distributed overlay location and routing) system enables simultaneous placement of replicas and construction of a d-tree without contacting the data source. As a result, each node in a d-tree must maintain state only for its parent and direct children. Simulation results on both flash-crowd-like synthetic workloads and real Web server traces show that SCAN meets the the design goals.

For the rest of this chapter, we will first formulate the replica placement problem in Chapter 4.1, then present our algorithms in Chapter 4.2, evaluation methodology in Chapter 4.3 and evaluation results in Chapter 4.4.

4.1 Problem Formulation

There is a large design space for modelling Web replica placement as an optimization problem and we describe it as follows. Consider a popular Web site or a CDN hosting server, which aims to improve its performance by pushing its content to some hosting server nodes. The problem is to dynamically decide where content is to be replicated so that some objective function is optimized under a dynamic traffic pattern and set of clients' QoS and/or resource constraints. The objective function can either minimize clients' QoS metrics, such as latency, loss rate, throughput, etc., or minimize the replication cost of CDN service providers, e.g., network bandwidth consumption, or an overall cost function if each link is associated with a cost. For Web content delivery, the major resource consumption in replication cost is the network access bandwidth at each Internet Data Center (IDC) to the backbone network. Thus when given a Web object, the cost is linearly proportional to
the number of replicas.

As Qiu, et al. tried to minimize the total response latency of all the clients’ requests with the number of replicas as constraint [104], we tackle the replica placement problem from another angle: minimize the number of replicas when meeting clients’ latency constraints and servers’ capacity constraints. Here we assume that clients give reasonable latency constraints as it can be negotiated through a service-level agreement (SLA) between clients and CDN vendors. Thus we formulate the Web content placement problem as follows. Given a network $G$ with $C$ clients and $S$ server nodes, each client $c_i$ has its latency constraint $d_i$, and each server $s_j$ has its load/bandwidth/storage capacity constraint $l_j$. The problem is to find a smallest set of servers $S'$ such that the distance between any client $c_i$ and its “parent” server $s_{c_i} \in S'$ is bounded by $d_i$. More formally, find the minimum $K$, such that there is a set $S' \subseteq S$ with $|S'| = K$ and $\forall c \in C, \exists s_c \in S' \text{ such that } \text{distance}(c, s_c) \leq d_c$. Meanwhile, these clients $C$ and servers $S'$ self-organize into an application-level multicast tree with $C$ as leaves and $\forall s_i \in S'$, its fan-out degree (i.e., number of direct children) satisfies $f(s_i) \leq l_i$.

4.2 Replica Placement Algorithms

The presence of an underlying DOLR with routing locality can be exploited to perform simultaneous replica placement and tree construction. Every SCAN server is a member of the DOLR. Hence, new replicas are published into the DOLR. Further, each client directs its requests to its proxy SCAN server; this proxy server interacts with other SCAN servers to deliver content to the client.

Although we use the DOLR to locate replicas during tree building, we otherwise communicate through IP. In particular, we use IP between nodes in a d-tree – parents and children keep track of one another. Further, when a client makes a request that results in placement of a new replica, the client’s proxy keeps a cached pointer to this new replica. This permits direct routing of requests from the proxy to the replica. Cached pointers are soft state since we can always use the DOLR to locate replicas.

4.2.1 Goals for Replica Placement

Replica placement attempts to satisfy both client latency and server load constraints. Client latency refers to the round-trip time required for a client to read information from the SCAN system. We keep this within a pre-specified limit. Server load refers to the communication volume handled by a given server. We assume that the load is directly related to the number of clients it handles and number of d-tree children it serves. We keep the load below a specified maximum. Our goal is to meet these constraints while minimizing the number of deployed replicas, keeping the d-tree balanced, and generating as little traffic during update as possible. Our success will be explored in Chapter 4.4.

4.2.2 Dynamic Placement

Our dynamic placement algorithm proceeds in two phases: replica search and replica placement. The replica search phase attempts to find an existing replica that meets
the client latency constraint without being overloaded. If this is successful, we place a link in the client and cache it at the client’s proxy server. If not, we proceed to the replica placement phase to place a new replica.

Replica search uses the DOLR to contact a replica “close” to the client proxy; call this the entry replica. The locality property of the DOLR ensures that the entry replica is a reasonable candidate to communicate with the client. Further, since the d-tree is connected, the entry replica can contact all other replicas. We can thus imagine three search variants: Singular (consider only the entry replica), Localized (consider the parent, children, and siblings of the entry replica), and Exhaustive (consider all replicas). For a given variant, we check each of the included replicas and select one that meets our constraints; if none meet the constraint, we proceed to place a new replica.

```
procedure DynamicReplicaPlacement_Naive(c, o)
1. c sends JOIN request to o through DOLR, reaches entry server s. Request collects IP s', \( dist_{overlay}(c, s') \) and \( rc_{s'} \) for each server s' on the path.
2. if \( rc_{s} > 0 \) then
   3. if \( dist_{overlay}(c, s) \leq d_c \) then s becomes parent of c, exit.
   4. else
   5. if \( dist_{IP}(c, s) \leq d_c \) then s becomes parent of c, exit.
end
3. At s, choose s' on path with \( rc_{s'} > 0 \) and smallest \( dist_{overlay}(t, c) \leq d_c \)
4. if \# such s' then
   5. for each server s' on the path, s collects \( dist_{IP}(c, s') \) and chooses s'
      with \( rc_{s'} > 0 \) and smallest \( dist_{IP}(t, c) \leq d_c \).
end
6. s puts a replica on s' and becomes its parent, s' becomes parent of c.
7. s' publishes replica in DOLR, exit.
```

**Algorithm 1: Naive Dynamic Replica Placement.** Notation: Object o. Client c with latency constraint \( d_c \). Entry Server s. Every server s' has remaining capacity \( rc_{s'} \) (additional children it can handle). The overlay distance \( (dist_{overlay}(x, y)) \) and IP distance \( (dist_{IP}(x, y)) \) are the round trip time (RTT) on overlay network and IP network, separately.

We restrict replica placement to servers visited by the DOLR routing protocol when sending a message from the client’s proxy to the entry replica. We can locate these servers without knowledge of global IP topology. The locality properties of the DOLR suggest that these are good places for replicas. We consider two placement strategies: Eager places the replica as close to the client as possible and Lazy places the replica as far from the client as possible. If all servers that meet the latency constraint are overloaded, we replace an old replica; if the entry server is overloaded, we disconnect the oldest link among its d-trees.
procedure DynamicReplicaPlacement_Smart(c, o)
1 c sends JOIN request to o through DOLR, reaches entry server s
2 From s, request forwarded to children (sc), parent (p), and siblings (ss)
3 Each family member t with rc_t > 0 sends rc_t to c. c measures dist_IP(t, c)
   through TCP three-way handshaking.
4 if \( \exists t \text{ and } \text{dist}_{IP}(t, c) \leq d_c \) then
5 c chooses t as parent with biggest rc_t and dist_{IP}(t, c) \leq d_c, exit.
else
6 c sends PLACEMENT request to o through DOLR, reaches entry server s
   Request collects IP_{s'}, dist_{overlay}(c, s') and rc_{s'} for each server s' on
   the path.
7 At s, choose s' on path with rc_{s'} > 0 and largest dist_{overlay}(t, c) \leq d_c
   if \( \not\exists \) such s' then
8 for each server s' on the path, s collects dist_{IP}(c, s') and chooses
   s' with rc_{s'} > 0 and largest dist_{IP}(t, c) \leq d_c.
end
9 s puts a replica on s' and becomes its parent, s' becomes parent of c.
10 s' publishes replica in DOLR, exit.
end

Algorithm 2: Smart Dynamic Replica Placement. Notation: Object o. Client c with latency constraint
   d_c. Entry Server s. Every server s' has remaining capacity rc_{s'} (additional children it can handle). 
   The overlay distance (dist_{overlay}(x,y)) and IP distance (dist_{IP}(x,y)) are the round trip time (RTT) 
   on overlay network and IP network, separately.
Dynamic Techniques

We can now combine some of the above options for search and placement to generate dynamic replica management algorithms. Two options that we would like to highlight are as follows.

- **Naive Placement:** A simple combination utilizes *Singular* search and *Eager* placement. This heuristic generates minimal search and placement traffic.

- **Smart Placement:** A more sophisticated algorithm is shown in Algorithm 4. This algorithm utilizes *Localized* search and *Lazy* placement.

Note that we try to use the overlay latency to estimate the IP latency in order to save “ping” messages. Here the client can start a daemon program provided by its CDN service provider when launching the browser so that it can actively participate in the protocols. The locality property of Tapestry naturally leads to the locality of d-tree, i.e., the parent and children tend to be close to each other in terms of the number of IP hops between them. This provides good delay and multicast bandwidth consumption when disseminating updates, as measured in Chapter 4.4. The tradeoff between the naive and smart approaches is that the latter consumes more “join” traffic to construct a tree with fewer replicas, covering more clients, with less delay and multicast bandwidth consumption. We evaluate this tradeoff in Chapter 4.4.

Static Comparisons

The replica placement methods given above are unlikely to be optimal in terms of the number of replicas deployed, since clients are added sequentially and with limited knowledge of the network topology. In the static approach, the root server has complete knowledge of the network and places replicas after getting all the requests from the clients. In this scheme, updates are disseminated through IP multicast. Static placement is not very realistic, but may provide better performance since it exploits knowledge of the client distribution and global network topology.

The problem formulated in Chapter 4.1 can be converted to a special case of the capacitated facility location problem [64] defined as follows. Given a set of locations $i$ at which facilities may be built, building a facility at location $i$ incurs a cost of $f_i$. Each client $j$ must be assigned to one facility, incurring a cost of $d_jc_{ij}$ where $d_j$ denotes the demand of the node $j$, and $c_{ij}$ denotes the distance between $i$ and $j$. Each facility can serve at most $l_i$ clients. The objective is to find the number of facilities and their locations yielding the minimum total cost.

To map the facility location problem to ours, we set $f_i$ always 1, and set $c_{ij}$ 0 if location $i$ can cover client $j$ or $\infty$ otherwise. The best approximation algorithm known today uses the primal-dual schema and Lagrangian relaxation to achieve a guaranteed factor of 4 [64]. However, this algorithm is too complicated for practical use. Instead, we designed a greedy algorithm that has a logarithmic approximation ratio.

Besides the previous notations, we define the following variables: set of covered clients by $s$: $C_s$, $C_s \subseteq C$ and $\forall c \in C_s$, $dist_{IP}(c, s) \leq d_c$; set of possible server parents for client $c$: $S_c$, $S_c \subseteq S$ and $\forall s \in S_c$, $dist_{IP}(c, s) \leq d_c$. 

procedure ReplicaPlacement_Greedy_DistLoadBalancing($C$, $S$)
input : Set of clients to be covered: $C$, total set of servers: $S$
output: Set of servers chosen for replica placement: $S'$
while $C$ is not empty do
    Choose $s \in S$ which has the largest value of $\min(\text{cardinality } |C_s|, \text{remaining capacity } r_c)$
    $S' = S' \cup \{s\}$
    $S = S - \{s\}$
    if $|C_s| \leq r_c$ then $C = C - C_s$
    else
        Sort each element $c \in C_s$ in increasing order of $|S_c|$
        Choose the first $r_c$ clients in $C_s$ as $C_{s\text{chosen}}$
        $C = C - C_{s\text{chosen}}$
    end
    recompute $S_c$ for $\forall c \in C$
end
return $S'$.

Algorithm 3: Static Replica Placement with Load Balancing

We consider two types of static replica placement:

- **IP Static**: The root has global IP topology knowledge.
- **Overlay Static**: For each client $c$, the root only knows the servers on the Tapestry path from $c$ to the root which can cover that client (in IP distance).

The first of these is a “guaranteed-not-to-exceed” optimal placement. We expect that it will consume the least total number of replicas and lowest multicast traffic. The second algorithm explores the best that we could expect to achieve gathering all topology information from the DOLR system.

### 4.2.3 Soft State Tree Management

Soft-state infrastructures have the potential to be extremely robust, precisely because they can be easily reconfigured to adapt to circumstances. For SCAN we target two types of adaptation: fault recovery and performance tuning.

To achieve fault resilience, the data source sends periodic heartbeat messages through the d-tree. Members know the frequency of these heartbeats and can react when they have not seen one for a sufficiently long time. In such a situation, the replica initiates a **rejoin** process – similar to the replica search phase above – to find a new parent. Further, each member periodically sends a refresh message to its parent. If the parent does not get the refresh message within a certain threshold, it invalidates the child's entry. With such soft-state group management, any SCAN server may crash without significantly affecting overall CDN performance.
Performance tuning consists of pruning and re-balancing the d-tree. Replicas at the leaves are pruned when they have seen insufficient client traffic. To balance the d-tree, each member periodically rejoins the tree to find a new parent.

4.3 Evaluation Methodology

We implement an event-driven simulator for SCAN because ns2 [16] can only scale up to one thousand nodes. This includes a packet-level network simulator (with a static version of the Tapestry DOLR) and a replica management framework. The soft-state replica layer is driven from simulated clients running workloads. Our methodology includes evaluation metrics, network setup and workloads.

4.3.1 Metrics

Our goal is to evaluate the replica schemes of Chapter 4.2.2. These strategies are dynamic naive placement (od$_{naive}$), dynamic smart placement (od$_{smart}$), overlay static placement (overlay$_{s}$), and static placement on IP network (IP$_{s}$). We compare the efficacy of these four schemes via three classes of metrics:

- **Quality of Replica Placement**: Includes number of deployed replicas and degree of load distribution, measured by the ratio of the standard deviation vs. the mean of the number of client children for each replica server.

- **Multicast Performance**: We measure the relative delay penalty (RDP) and the bandwidth consumption which is computed by summing the number of bytes multiplied by the transmission time over every link in the network. For example, the bandwidth consumption for 1K bytes transmitted in two links (one has 10 ms, the other 20 ms latency) is $1KB \times (10+20)ms = 0.03(\text{KB.sec})$.

- **Tree Construction Traffic**: We count both the number of application-level messages sent and the bandwidth consumption for deploying replicas and constructing d-tree.

In addition, we quantify the effectiveness of capacity constraints by computing the maximal load with or without constraints. The maximal load is defined as the maximal number of client cache children on any SCAN server. Sensitivity analysis are carried out for various client/server ratios and server densities.

4.3.2 Network Setup

We use the GT-ITM transit-stub model to generate five 5000-node topologies [134]. The results are averaged over the experiments on the five topologies. A packet-level, priority-queue based event manager is implemented to simulate the network latency. The simulator models the propagation delay of physical links, but does not model bandwidth limitations, queuing delays, or packet losses.

We utilize two strategies for placing SCAN servers. One selects all SCAN servers at random (labelled random SCAN). The other preferentially chooses transit and gateway
nodes (labelled backbone SCAN). This latter approach mimics the strategy of placing SCAN servers strategically in the network.

To compare with a DNS-redirection-based Web content distribution network (CDN), we simulate typical behavior of such a system. We assume that every client request is redirected to the closest CDN server, which will cache a copy of the requested information for the client. This means that popular objects may be cached in every CDN server. We assume that content servers are allowed to send updates to replicas via IP multicast.

### 4.3.3 Workloads

To evaluate the replication schemes, we use both a synthetic workload and access logs collected from real Web servers. These workloads are a first step toward exploring more general uses of SCAN.

Our synthetic workload is a simplified approximation of flash crowds. Flash crowds are unpredictable, event-driven traffic surges that swamp servers and disrupt site services. For our simulation, all the clients (not servers) make requests to a given hot object in random order.

Our trace-driven simulation includes a large and popular commercial news site, MSNBC [80], as well as traces from NASA Kennedy Space Center [81]. Table 4.1 shows the detailed trace information. We use the access logs in the following way. We group the Web clients based on BGP prefixes [67] using the BGP tables from a BBNPlanet (Genuity) router [12]. For the NASA traces, since most entries in the traces contain host names, we group the clients based on their domains, which we define as the last two parts of the host names (e.g., a1.b1.com and a2.b1.com belong to the same domain). Given the maximal topology we can simulate is 5000 (limited by machine memory), we simulate all the clients groups for NASA and 4000 top client groups (cover 86.1% of requests) for MSNBC. Since the clients are unlikely to be on transit nodes nor on server nodes, we map them randomly to the rest of nodes in the topology.

### 4.4 Evaluation Results

In this section, we evaluate the performance of the SCAN dynamic replica management algorithms. What we will show is that:

- For realistic workloads, SCAN places close to an optimal number of replicas, while providing good load balance, low delay, and reasonable update bandwidth consumption relative to static replica placement on IP multicast.

- SCAN outperforms the existing DNS-redirection based CDNs on both replication and update bandwidth consumption.
The performance of SCAN is relatively insensitive to the SCAN server deployment, client/server ratio, and server density.

The capacity constraint is quite effective at balancing load.

We will first present results on synthetic workload, and then the results of real Web traces.

### 4.4.1 Results for the Synthetic Workload

We start by examining the synthetic, flash crowd workload. 500 nodes are chosen to be SCAN servers with either “random” or “backbone” approach. Remaining nodes are clients and access some hot object in a random order. We randomly choose one non-transit SCAN server to be the data source and set as 50KB the size of the hot object. Further, we assume the latency constraint is 50ms and the load capacity is 200 clients/server.

**Comparison Between Strategies**

Figure 4.1 shows the number of replicas placed and the load distribution on these servers. `od_smart` approach uses only about 30% to 60% of the servers used by `od_naive`, and is very close to the optimal case: `IP_s`. Also note that `od_smart` has better load distribution than `od_naive` and `overlay_s`, close to `IP_s` for both `random` and `backbone SCAN`.

Relative Delay Penalty (RDP) is the ratio of the overlay delay between the root and any member in d-tree vs. the unicast delay between them [32]. In Figure 4.2, `od_smart` has better RDP than `od_naive`, and 85% of `od_smart` RDPs between any member server and the root pairs are within 4. Figure 4.3 contrasts the bandwidth consumption of various replica placement techniques with the optimal IP static placement. The results are very encouraging: the bandwidth consumption of `od_smart` is quite close to `IP_s` and is much less than that of `od_naive`.

The performance above is achieved at the cost of d-tree construction (Figure 4.4). However, for both `random` and `backbone SCAN`, `od_smart` approach produces less than three times of the messages of `od_naive` and less than six times of that for optimal case: `IP_s`. Meanwhile, `od_naive` uses almost the same amount of bandwidth as `IP_s` while `od_smart` uses about three to five times that of `IP_s`.

Figure 4.1: Number of replicas deployed (left) and load distribution on selected servers (right) (500 SCAN servers)
Figure 4.2: Cumulative distribution of RDP (500 SCAN servers)

Figure 4.3: Bandwidth consumption of 1MB update multicast (500 SCAN servers)

Figure 4.4: Number of application-level messages (left) and total bandwidth consumed (right) for d-tree construction (500 SCAN servers)

In short, the smart dynamic algorithm has performance that is close to the ideal case (static placement with IP multicast). It places close to an optimal number of replicas, provides better load distribution, and less delay and multicast bandwidth consumption than the naive approach – at the price of three to five times as much tree construction traffic. Since d-tree construction is a much less frequent than data access and update this is a good tradeoff.

Due to the limited number and/or distribution of servers, there may exist some clients who cannot be covered when facing the QoS and capacity requirements. In this case, our algorithm can provide hints as where to place more servers. Note that experiments show that the naive scheme has many more uncovered clients than the smart one, due to the nature of its unbalanced load. Thus, we remove it from consideration for the rest of synthetic workload study.
Comparison with a CDN

As an additional comparison, we contrast the overlay smart approach with a DNS-redirection-based CDN. Compared with a traditional CDN, the overlay smart approach uses a fraction of the number of replicas (6-8%) and less than 10% of bandwidth for disseminating updates.

Effectiveness of Distributed Load Balancing

We study how the capacity constraint helps load balancing with three client populations: 100, 1000, and 4500. The former two are randomly selected from 4500 clients. Figure 4.5 shows that lack of capacity constraints (labelled w/o LB) leads to hot spot or congestion: some servers will take on about 2-13 times their maximum load. Performance with load balancing is labelled as w/ LB for contrast.

Performance Sensitivity to Client/Server Ratio

We further evaluate SCAN with the three client populations. Figure 4.6 shows the number of replicas deployed. When the number of clients is small, w/ LB and w/o LB do not differ much because no server exceeds the constraint. The number of replicas required for od_smart is consistently less than that of overlay_s and within the bound of 1.5 for IP_s. As before, we also simulate other metrics, such as load distribution, delay and bandwidth penalty for update multicast under various client/server ratios. The trends are similar, that is, “od_smart” is always better than “overlay_s”, and very close to “IP_s”.

Performance Sensitivity to Server Density

Next, we increase the density of SCAN servers. We randomly choose 2500 out of the 5000 nodes to be SCAN servers and measure the resulting performance. Obviously, this configuration can support better QoS for clients and require less capacity for servers. Hence, we set the latency constraint to be 30 ms and capacity constraint 50 clients/server. The number of clients vary from 100 to 2500.
Figure 4.6: Number of replicas deployed with and without load balancing constraints (LB) for various numbers of clients (left: 500 random servers, right: 500 backbone servers)

Figure 4.7: Number of replicas deployed (left) and maximal load (right) on 2500 random SCAN servers with and without the load balancing constraint (LB)

With very dense SCAN servers, our od_smart still uses less replicas than overlay_s, although they are quite close. IP_s only needs about half of the replicas, as in Figure 4.7. In addition, we notice that the load balancing is still effective. That is, overloaded machines or congestion cannot be avoided simply by adding more servers while neglecting careful design.

In summary, od_smart performs well with various SCAN server deployments, various client/server ratios, and various server densities. The capacity constraint based distributed load balancing is effective.

4.4.2 Results for Web Traces Workload

Next, we explore the behavior of SCAN for Web traces with documents of widely varying popularity. Figure 4.8.a characterizes the request distribution for the two traces used (note that the x-axis is logarithmic). This figure reveals that the request number for different URLs is quite unevenly distributed for both traces.

For each URL in the traces, we compute the number of replicas generated with od_naive, od_smart, and IP_s. Then we normalize the replica numbers of od_naive and
od_s by dividing them with the replica number of IP_s. We plot the CDF of such ratios for both NASA and MSNBC in Figure 4.8.b. The lower percentage part of the CDF curves are overlapped and close to 1. The reasons are most of the URLs have very few requests, and we only simulate a limited period, thus the number of replicas deployed by the three methods are very small and similar. However, od_s and od_n differ significantly for popular objects, exhibited in the higher percentage part. Od_s is very close to IP_s, for all objects, the ratio is less than 2.7 for NASA and 4.1 for MSNBC, while the ratio for od_n can go as high as 5.0 and 15.0, respectively.

In addition, we contrast the bandwidth consumption for disseminating updates. Given an update of unit size, for each URL, we compute the bandwidth consumed by using (1) overlay multicast on an od_n tree, (2) overlay multicast on an od_s tree, and (3) IP multicast on an IP_s tree. Again, we have metric (1) and (2) normalized by (3), and plot the CDF of the ratios. The curves are quite similar to Figure 4.8.b.

In conclusion, although od_s and od_n perform similarly for infrequent or cold objects, od_s outperforms dramatically over od_n for hot objects which dominate overall requests.

4.4.3 Discussion

How does the distortion of topology through Tapestry affect replica placement? Notice that the overlay distance through Tapestry, on average, is about 2-3 times more than the IP distance. Our simulations in Chapter 4.4, shed some light on the resulting penalty: Overlay_s applies exactly the same algorithm as IP_s for replica placement, but uses the static Tapestry-level topology instead of IP-level topology. Simulation results show that overlay_s places 1.5 - 2 times more replicas than IP_s. For similar reasons, od_s outperforms overlay_s. The reason is that od_s uses “ping” messages to get the real IP distance between clients and servers. This observation also explains why od_s gets
similar performance to $IP_s$. One could imagine scaling overlay latency by an expected “stretch” factor to estimate real IP distance – thereby reducing ping probe traffic.

So far, we have discussed how to deploy, locate and maintain the coherence of the replicas. In the next chapter, we will cluster the contents to reduce the replica index management overhead without sacrificing the performance.
Chapter 5

Scalable Replica Management using Content Clustering

5.1 Introduction

In the previous chapters, we examined scalable replica locations and dynamic replica placement. As mentioned in Chapter 1, there are more than 3.3 billion Web pages [55] and a daily growth of 7 million pages [95]. Thus to manage the content replicas for such a gigantic scale remains a big challenge. In this chapter, we address the management overhead issues via content clustering. In other words, we focus on an orthogonal issue in Web replication: what content is to be replicated, and in what granularity.

We start by analyzing several access traces from large commercial and government Web servers. Our analysis shows that 10\% of hot data can cover over 80\% of requests, and this coverage can last for at least a week in all the traces under study. This suggests that it is cost effective to replicate only the hot data and leave the cold data at the origin Web server.

Then we compare the traditional un-cooperative pulling (Chapter 2.2) vs. cooperative pushing (Chapter 2.3). Simulations on a variety of network topologies using real Web traces show that the latter scheme can yield similar clients' latency with only about 4-5\% of the replication and update cost compared to the former scheme.

Motivated by this observation, we explore how to efficiently push content to CDN nodes. Our study is based on cooperative-push based CDN, but the technique is also applicable to SCAN.

We compare the performance between per Web site-based replication (hot data only) versus per hot URL-based replication. We find per URL-based scheme yields a 60-70\% reduction in clients' latency. However, it is very expensive to perform such a fine-grained replication: it takes 102 hours to come up with the replication strategy for 10 replicas per URL on a PII-400 server. This is clearly not acceptable in practice.

To address the issue, we propose several clustering algorithms that group Web content based on their correlation, and replicate objects in units of content clusters (i.e., all the objects in the same cluster are replicated together). We evaluate the performance of cluster-based replication by simulating their behavior on a variety of network topologies.
using the real traces. Our results show that the cluster-based replication schemes yield performance close to that of the URL-based scheme, but only at 1% - 2% of computation and management cost (The management cost includes communication overhead and the cost of keeping track of where content has been replicated). For instance, the computation time for 10 replicas per URL with 20 clusters is only 2.5 hours under the same platform.

Finally, as the users’ access pattern changes over time, it is important to adapt content clusters to such changes. Simulations show that clustering and replicating content based on old access pattern does not work well beyond one week; on the other hand, complete re-clustering and re-distribution, though achieves good performance, has large overhead. To address the issue, we explore incremental clustering that adaptively add new documents to the existing content clusters. We examine both offline and online incremental clustering, where the former assumes access history is available while the latter predicts access pattern based on hyperlink structure. Our results show that the offline clustering yields close to the performance of the complete re-clustering with much lower overhead. The online incremental clustering and replication reduce the retrieval cost by 4.6 times compared with random replication, and by 8 times compared with no replication. So it is very useful to improve document availability during flash crowds.

The rest of the chapter is organized as follows. We describe our simulation methodology in Chapter 5.2, and study the temporal stability of popular documents in Chapter 5.3. In Chapter 5.4, we compare the performance of the pull-based vs. push-based replication. We formulate the push-based content placement problem in Chapter 5.5, and compare the Web site-based replication and the URL-based replication using trace-driven simulation in Chapter 5.6. We describe content clustering techniques for efficient replication in Chapter 5.7, and evaluate their performance in Chapter 5.8. In Chapter 5.9, we examine offline and online incremental clustering that take into account of changes in users’ access pattern. Finally we conclude in Chapter 5.10.

## 5.2 Simulation Methodology

Throughout the chapter, we use trace-driven simulations to evaluate the performance of various schemes. In this section, we describe the network topologies and Web traces we use for evaluation.

### 5.2.1 Network Topology

In our simulations, we use three random network topologies generated from the GT-ITM internetwork topology generator [134]: pure random, Waxman, and Transit-Stub.
In the pure random model, nodes are randomly assigned to locations on a plane, with a uniform probability \( p \) of an edge added between a pair of nodes. The Waxman model also places nodes randomly, but creates an edge between a pair of node \( u \) and \( v \) with probability \[ P(u, v) = \alpha e^{-d/\beta L}, \] where \( d = |\overrightarrow{u} - \overrightarrow{v}| \), \( L \) is the maximum Euclidean distance between any two vertices, and \( \alpha > 0 \) and \( \beta \leq 1 \). The Transit-Stub model generates network topologies composed of interconnected transit and stub domains, and better reflects the hierarchical structure of real networks. We further experiment with various parameters in every topology model.

In addition to using synthetic topologies, we also construct an AS-level Internet topology using BGP routing data collected from a set of seven geographically-dispersed BGP peers in April 2000 [63]. Each BGP routing table entry specifies an AS path, \( AS_1, AS_2, ..., AS_n, etc. \), to a destination address prefix block. We construct a graph using the AS paths, where individual clients and address prefix blocks are mapped to their corresponding AS nodes in the graph, and every AS pair has an edge with the weight being the shortest AS hop count between them. While not very detailed, an AS-level topology at least partially reflects the true topology of the Internet.

### 5.2.2 Web Workload

In our evaluation, we use the access logs collected at the MSNBC server site [80], as shown in Table 5.1. MSNBC is a popular news site that is consistently ranked among the busiest sites in the Web [75]. For diversity, we also use the traces collected at NASA Kennedy Space Center in Florida [81] during 1995 and the World Cup Web site in 1998 [8]. Table 5.1 shows the detailed trace information. The number of client groups is unavailable in the WorldCup traces because it anonymizes the clients’ Internet Protocol (IP) addresses. As a result, we are unable to group clients to study their aggregated behavior for clustering. So we only use it to analyze stability of document popularity.

Both the NASA and WorldCup traces contain accesses to images and HTML content. For administrative reasons, MSNBC traces only record accesses to HTML content.

We use the access logs in the following way. When using the AS-level topology, we group clients in the traces based on their AS numbers. When using random topologies, we
group the Web clients based on BGP prefixes [67] using the BGP tables from a BBNPlanet (Genuity) router [12]. For the NASA traces, since most entries in the traces contain host names, we group the clients based on their domains, which we define as the last two parts of the host names (e.g., a1.b1.com and a2.b1.com belong to the same domain). Figure 5.1 plots the CDF of the number of requests generated by Web client groups. As we can see, in August 2, 1999 MSNBC traces, the top 10, 100, 1000, 3000 groups account for 18.58%, 33.40%, 62.01%, and 81.26% of requests, respectively; in July 1, 1995 NASA traces, the top 10, 100, 1000 groups account for 25.41%, 48.02%, and 91.73% of requests, respectively.

We choose top 1000 client groups in the traces since they cover most of the requests (62-92%) and map them to 1000 nodes in the random topologies. Assigning a group $C_i$ to a node $P_i$ in the graph means that the weight of the node $P_i$ is equal to the number of requests generated by the group $C_i$.

In our simulations, we assume that replicas can be placed on any node, where a node represents a popular IP cluster in the MSNBC traces, or a popular domain in the NASA traces. Given the rapid growth of CDN service providers, such as Akamai (which already has more than 15,000 servers in about 1,100 networks around the world [4]), we believe this is a realistic assumption. Moreover, for any URL, the first replica is always at the origin Web server (a randomly selected node), as in [71, 104]. However, including or excluding the original server as a replica is not a fundamental choice and has little impact on our results.

### 5.2.3 Performance Metric

We use the average retrieval cost as our performance metric, where the retrieval cost of a Web request is the sum of the costs of all edges along the path from the source to the replica from which the content is downloaded. In the synthetic topologies, the edge costs are generated by the Georgia Tech Internetwork Topology Models (GT-ITM) [134]. In the AS-level Internet topology, the edge costs are all 1, so the average retrieval cost represents the average number of AS hops that a request traverses.

### 5.3 Stability of Hot Data

![Graphs showing the number of URLs accessed in NASA, WorldCup, and MSNBC daily traces.](image)

Figure 5.2: The number of URLs accessed in NASA, WorldCup, and MSNBC daily traces.
Figure 5.3: Hot Web page stability of popularity ranking (left column), and stability of access request coverage (right column) with daily intervals.
Figure 5.4: Number of URLs and hot Web page statistics for NASA (left column) and WorldCup (right column) with monthly intervals.
Many studies report that Web accesses follow the Zipf-like distribution [15], which are also exhibited by our traces. This indicates that there is large variation in the number of requests received by different Web pages, and it is important to focus on popular pages when doing replication. For replicating popular pages to be an effective approach, the popularity of the pages needs to be stable. In this section, we investigate this issue.

We analyze the stability of Web pages using the following two metrics: (i) the stability of Web page popularity rankings, as used in [94], and (ii) the stability of request coverage from (previous) popular Web pages. The latter is an important metric to quantify the efficiency of pre-fetching/pushing of hot Web data. One of our interesting findings is that while the popularity ranking may fluctuate, the request coverage still remains stable.

We study the stability of both metrics in various time scales: within a month, a day, an hour, a minute, and a second. They show similar patterns, so we only present the results for the daily and monthly scale. Figures 5.2 and 5.4(a) show the number of unique URLs in the traces. Figures 5.3 and 5.4 show the stability results for the time gap of a few days and one month, respectively. In all the graphs on the top of Figures 5.3 and 5.4, the x axis is the number of most popular documents picked from each day, and the y axis is the percentage of overlap between the documents picked from the two days. As we can see, the overlap is mostly over 60%, which indicates many documents are popular on both days. On the other hand, for the WorldCup site, which is event-driven and frequently has new content added, the overlap sometimes drops to 40%.

A natural question arises: whether the old hot documents can continue to cover a majority of requests as time evolves. The graphs of Figures 5.3 and 5.4 shed light on this. Here we pick the hot documents from the first day, and plot the percentage of requests covered by these documents for the first day itself and for the following days. As we can see, the request coverage remains quite stable. The top 10% of objects on one day can continue to cover over 80% requests for at least the subsequent week. We also find that the stability of content varies across different Web sites. For example, the stability period of WorldCup site is around a week, while the top 10% objects at the NASA site can continue to cover the majority of requests for two months.

Based on the above observations, we conclude that when performing replica placement, we only need to consider the top few URLs (e.g., 10%), as they account for most of the requests. Furthermore, since the request coverage of these top URLs remains stable for a long period (at least a week), it is reasonable to replicate based on previous access patterns, and change the provision infrequently. This helps to reduce the cost of replication, computation, and management. We will examine this issue further in Chapter 5.9.

5.4 Replication Methods: Un-cooperative Pulling vs. Cooperative Pushing

As mentioned before, for simplicity, our scalable replica management study is based on cooperative push-based CDNs, another emerging paradigm shift from the conventional CDNs. In this section, we compare the performance between the un-cooperative pulling versus cooperative pushing (see Chapters 2.2 and 2.3) using trace-driven simulation as follows.
We apply the MSNBC trace during 10am - 11am of 8/2/1999 to a transit-stub topology. We choose the top 1000 URLs and top 1000 client groups with 964466 requests in total. In our evaluation, we assume that there is a CDN node located in every client group. In the un-cooperative pulling, we assume that a request is always redirected to the client’s local CDN node and the latency between the client and its local CDN node is negligible (i.e., latencies incurred at step 5 and 8 shown in Figures 2.1 and 2.2 are zero.), since they both belong to the same client group. In the cooperative push-based scheme, we replicate content in units of URLs to achieve similar clients’ latency. Requests are directed to the closest replicas. (If the content is not replicated, the request goes to the origin server.) The details of replication algorithm will be explained in Chapter 5.6. As shown in Figures 2.1 and 2.2, the resolution steps (1-4) to locate a CDN node are the same for both schemes. Therefore we only need to compare the time for the “GET” request (steps 5-8 in Figures 2.1 and 2.2).

Our results show that the un-cooperative pulling out-sources 121016 URL replicas (with a total size of 470.3MB) to achieve an average round trip time (RTT) of 79.2ms, where the URL replica is the total number of times URLs being replicated (e.g., URL_1 replicated 3 times, and URL_2 replicated 5 times, then the replication cost is 8 URL replicas). In comparison, the cooperative push-based scheme (per URL) distributes only 5000 URL replicas (with a total size of 18.5MB) to achieve a comparable average latency (i.e., 77.9ms) \(^1\).

We also use the same access logs along with the corresponding modification logs to compare the cost of pushing updates to the replicas to maintain consistency. In our experiment, whenever a URL is modified, the Web server must notify all the nodes that contain the URL. Because the update size is unavailable in the trace, we use the total number of messages sent as our performance metric. With 11,509 update events in 8/2/1999, the un-cooperative pulling uses 1349655 messages (about 1.3GB if we assume average update size is 1KB), while the cooperative per-URL based pushing only uses 54564 messages (53.3MB), about 4% update traffic, to achieve comparable user latency.

The results above show that cooperative pushing yields much lower traffic, compared to the traditional un-cooperative pulling, which is currently in commercial use. The main reason for the traffic savings is that in the cooperative scheme, Web pages are strategically placed at selected locations, and a client’s request is directed to the closest CDN node that contains the requested objects, while in the un-cooperative scheme, requests are directed to the closest CDN node that may or may not contain the requested objects. Therefore, while the analysis is based on one-hour trace, the performance benefit of cooperative pushing does not reduce over a longer period of time due to content modification and creation. Of course, the performance benefit of the cooperative push-based scheme comes at the cost of maintaining content directory information. However this cost is adjustable by changing the granularity of content clusters as shown in Chapter 5.7.

Another advantage of the cooperative scheme is the ability to smoothly trade off management and replication cost for better client performance due to the combination of informed request redirection and content clustering (Chapter 5.7). In comparison, in the

\(^1\)Here we compare the number of URL replicas under two schemes. But these replicas are not generated within an hour (10-11am) because many of these URLs are old and have been requested earlier. See the stability of hot content in Chapter 5.3.
uncooperative scheme, requests can be satisfied either at a local replica or at the origin Web server, but not at a nearby replica due to lack of informed request redirection. As a result, the uncooperative scheme does not have much flexibility in adjusting replication and management cost.

Furthermore, for newly created content that has not been accessed, cooperative pushing is the only way to improve its availability and performance. We will study such performance benefits in Chapter 5.9.2.

Motivated by the observations, in the remainder of the chapter we explore how to effectively push content to CDN nodes.

5.5 Problem Formulation

We describe the Web content placement problem as follows. Consider a popular Web site or a CDN hosting server, which aims to improve its performance by pushing its content to some hosting server nodes. The problem is to decide what content is to be replicated and where to place the replicas so that some objective function is optimized under a given traffic pattern and a set of resource constraints. The objective function can minimize either clients’ latency, or loss rate, or total bandwidth consumption, or an overall cost function if each link is associated with a cost.

For Web content delivery, the major constraint in replication is the network access bandwidth at each Internet Data Center (IDC) to the backbone network. Moreover, replication is not a one-time cost. Once a page is replicated, we need to spend additional resources to keep it consistent. Depending on the update and access rate, the cost of keeping replicas consistent can be high.

Based on the above observations, we formulate the Web content placement problem as follows. Given a set of URLs \( U \) and a set of locations \( L \) to which the URLs can be replicated, replicating a URL incurs a replication cost. A client \( j \) fetching a URL \( u \) from the \( i \)-th replica of \( u \) located at \( l_{u(i)} \) incurs a cost of \( C_{j,l_{u(i)}} \), where \( C_{j,l_{u(i)}} \) denotes the distance between \( j \) and \( l_{u(i)} \). Depending on the metric we want to optimize, the distance between two nodes can reflect either the latency, or loss rate, or total bandwidth consumption or link cost. The problem is to find a replication strategy (i.e., for each URL \( u \), we decide the set of locations \( l_{u(i)} \) to which \( u \) is replicated) such that it minimizes

\[
\sum_{j \in CL} \left( \sum_{u \in U_j} \left( \min_{i \in R_u} C_{j,l_{u(i)}} \right) \right)
\]

subject to the constraint that the total replication cost is bounded by \( R \), where \( CL \) is the set of clients, \( U_j \) is the set of URLs requested by the \( j \)-th client, \( R_u \) is the set of locations to which URL \( u \) has been replicated. (The total replication cost is either \( \sum_{u \in U} |u| \) assuming the replication cost of all URLs is the same, or \( \sum_{u \in U} |u| * f(u) \) to take into account of different URL sizes, where \( |u| \) is the number of different locations to which \( u \) is replicated, \( f(u) \) is the size of URL \( u \).)
5.6 Replica Placement: Per Web Site vs. Per URL

In this section, we examine if replication at a fine granularity can help to improve the performance for push-based scheme. One natural question arises: is it possible to replicate a modern Web site only partially? There are about 40% of HTTP requests to which the reply are generated dynamically and thus uncachable [49]. However, the rest of requests can still be satisfied with partial cache. Many current CDN operators, such as Akamai [4], only cache individual URL based on clients’ demand [41].

Our performance metric is the total latency incurred for all the clients to fetch their requested documents, as recorded in the traces. We compare the performance of replicating all the hot data at a Web site as one unit (i.e., per Web site-based replication, see Algorithm 4) versus replicating content in units of individual URLs (i.e., per URL-based replication, see Algorithm 5). For simplicity, we assume that all URLs are of the same size. The non-uniform nature of size distribution actually has little effect on the results as shown in Chapter 5.8.2.

For both algorithms below, totalURL is the number of distinct URLs at the Web site to be replicated, currRepCost is the current number of URL replicas deployed, and maxRepCost is the total number of URL replicas that can be deployed.

```
procedure GreedyPlacement_Site(maxRepCost, totalURL)
1 Initially, all the URLs reside at the origin Web server, currRepCost = totalURL
2 while currRepCost < maxRepCost do
3    foreach node i without the Web site replica do
4        Compute the clients’ total latency reduction if the Web site is
5        replicated to i (denoted as gain_i)
6    end
7    Choose node j with maximal gain_j and replicate the Web site to j
8    currRepCost += totalURL
end
```

Algorithm 4: Greedy Replica Placement (Per Web site)

When replicating content in units of URLs, not all URLs have the same number of replicas. Given a fixed replication cost, we give a higher priority to URLs that yield more improvement in performance. Algorithm 5 uses a greedy approach to achieve it: at each step, we choose the <object, location> pair that gives the largest performance gain.

We will compare the computational cost of the two algorithms with clustering-based approach in Chapter 5.7. Figure 5.5 shows the performance gap between per Web site-based replication and per URL-based replication. The first replica is always at the origin Web server for both schemes, as described in Chapter 5.2. In our simulation, we choose top 1000 URLs from August 2, 1999 MSNBC traces, covering 95% of requests, or top 300 URLs from July 1, 1995 NASA traces, covering 91% of requests. For the MSNBC traces, per URL-based replication can consistently yield a 60-70% reduction in clients’ latency; for the NASA traces, the improvement is 30-40%. The larger improvement in the MSNBC traces is likely due to the fact that requests in the MSNBC traces are more concentrated
**Algorithm 5:** Greedy Replica Placement (Per URL)

```
procedure GreedyPlacement_URL(maxRepCost, totalURL)
1 Initially, all the URLs reside at the origin Web server, currRepCost = totalURL
2 foreach URL u do
3     foreach node i do
4         Compute the clients’ total latency reduction for accessing u if u is
5         replicated to i (denoted as gain_u_i)
6     end
7     Choose node j with maximal gain_u_j, best_site_u = j and max.gain_u
8     = gain_u_j
9     end
10 while currRepCost < maxRepCost do
11     Choose URL v with maximal max.gain_v, replicate v to best_site_v
12     Repeat steps 3, 4 and 5 for v
13     currRepCost ++
14 end
```

Figure 5.5: Performance of the per Web site-based replication vs. the per URL-based replication for August 2, 1999 MSNBC traces on a transit-stub topology (left) and July 1, 1995 NASA traces on a pure random topology (right).
on a small number of pages, as reported in [94]. As a result, replicating the very hot data to more locations, which is allowed in per URL-based scheme, is more beneficial.

One simple improvement to per Web-site based replication is to limit the set of URLs to be replicated to only the most popular ones. However it is crucial to determine the number of hot URLs to be replicated based on their popularity. This is essentially a simple variant of the popularity-based clustering discussed in Chapter 5.7.2, except that there are two clusters, and only the hot one is replicated. We found that once the optimum size of hot URL set is available, it can achieve the performance close to that of the popularity-based clustering. However, the greedy algorithm for choosing replica locations of the hot URL set (Algorithm 4) is still important, and much better than simply distributing the small set of hot URLs across all client groups. Simulations show that under the same replication cost, its average retrieval cost can be 2 - 5 times that of per URL based replication (Algorithm 5).

5.7 Clustering Web Content

In the previous section, we have shown that a fine-grained replication scheme can reduce clients’ latency by up to 60-70%. However since there are thousands of hot objects that need to be replicated, searching over all the possible <object, location> combinations is prohibitive. In our simulations, it takes 102 hours to come up with a replication strategy for 10 replicas per URL on a PII-400 low end server. This approach is too expensive for practical use even using high end servers. To achieve the benefit of the fine-grained replication at reasonable computation and management cost, in this section, we investigate clustering Web content based on their access pattern, and replicate content in units of clusters.

At a high level, clustering enables us to smoothly tradeoff the computation and management cost for better clients’ performance. Per URL-based replication is one extreme of clustering: create a cluster for each URL. It can achieve good performance at the cost of high management overhead. In comparison, per Web site-based replication is another extreme: one cluster for each Web site. While it is easy to manage, its performance is much worse than the former approach, as shown in Chapter 5.6. We can smoothly tradeoff between the two by adjusting the number of clusters. This provides more flexibility and choices in CDN replication. Depending on the CDN provider’s need, it can choose whichever operating point it finds appropriate.

Below we quantify how clustering helps to reduce computation and management cost. The notations are in Table 5.2. Suppose there are N objects, and M (roughly N/10) hot objects to be put into K clusters (K < M). Assume on average there are R replicas/URL that can be distributed to S CDN servers to serve C clients. In the per cluster-based replication, we not only record where each cluster is stored, but also keep track of the cluster to which each URL belongs. Note that even when R approaches hundreds and M approaches tens of thousands, it is quite trivial to store all the information. The storage cost of per URL based replication is also manageable.

On the other hand, the computation cost of the replication schemes is much higher, and becomes an important factor that determines the feasibility of the schemes in practice. The computational complexities of Algorithm 4 and Algorithm 5 are $O(RSC)$ [104] and
Table 5.2: Table of notations

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Meanings</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>number of objects</td>
</tr>
<tr>
<td>( M )</td>
<td>number of hot objects</td>
</tr>
<tr>
<td>( K )</td>
<td>number of clusters</td>
</tr>
<tr>
<td>( R )</td>
<td>number of replicas per URL</td>
</tr>
<tr>
<td>( S )</td>
<td>number of CDN servers</td>
</tr>
<tr>
<td>( C )</td>
<td>number of clients</td>
</tr>
<tr>
<td>( f_p )</td>
<td>placement adaptation frequency</td>
</tr>
<tr>
<td>( f_c )</td>
<td>clustering frequency</td>
</tr>
</tbody>
</table>

Table 5.3: Management overhead comparison for replication at different granularities, where \( K < M \).

\[ O(MR \times (M + SC)), \] respectively. In Algorithm 5, there are \( MR \) iterations and for each we have to choose the \(< \text{object, location}>\) pair which will give the most performance gain from \( M \) candidates. After that, the next best location for that object and its cost gain need to be updated with \( O(SC) \) computation cost. Similarly, the complexity of the cluster-based replication algorithm is \( O(KR \times (K + SC)) \). There is an additional clustering cost, which varies with the clustering algorithm that is used. Assuming the placement adaptation frequency is \( f_p \) and the clustering frequency is \( f_c \). Table 5.3 summarizes the management cost for the various replication schemes. As we will show in Chapter 5.9, the content clusters remain stable for at least one week. Therefore \( f_c \) is small, and the computational cost of clustering is negligible compared to the cost of the replication.

One possible clustering scheme is to group URLs based on their directories. While simple, this approach may not capture correlations between URLs’ access patterns for the following reasons. First, deciding where to place a URL is a complicated process, since it is difficult to predict without consulting the actual traces whether two URLs are likely to be accessed together. Even with full knowledge about the contents of URLs, the decision is still ad hoc since people have different interpretations of the same data. Also, most Web sites are organized with convenience of maintenance in mind, and such organization does not correspond well to the actual correlation of URLs. For example, a Web site may place its HTML files in one directory and images in another, even though a HTML file is always accessed together with its linked images. Finally, it can be difficult to determine the appropriate directory level to separate the URLs.

We test our hypothesis with the MSNBC traces of August 1, 1999: we cluster the top 1000 URLs using the 21 top level directories, and then use the greedy algorithms to place on average 3 replicas/URL (i.e., 3000 replicas in total). Compared with per Web site-based replication, it reduces latency only by 12% for pure random graph topology, and
by 3.5% for transit-stub topology. Therefore the directory-based clustering only yields a marginal benefit over the Web site based replication for the MSNBC site; in comparison, as we will show later, clustering content based on access pattern can yield more significant performance improvement: 40% - 50% for the above configuration.

In the remaining of this section, we examine content clustering based on access patterns. We start by introducing our general clustering framework, and then describe the correlation distance metrics we use for clustering.

5.7.1 General Clustering Framework

Clustering data involves two steps. First, we define the correlation distance between every pair of URLs based on a certain correlation metric. Then given n URLs and their correlation distance, we apply standard clustering schemes to group them. We will describe our distance metrics in Chapter 5.7.2. Regardless of how the distance is defined, we can use the following clustering algorithms to group the data.

We explore two generic clustering methods. The first one aims to minimize the maximum diameter of all clusters while limiting the number of clusters. The diameter of cluster i is defined as the maximum distance between any pair of URLs in cluster i. It represents the worst-case correlation within that cluster. The second one aims to minimize the number of clusters while limiting the maximum diameter of all clusters.

1. Minimize the maximum diameter of all clusters while limiting the number of clusters. We use the classical K-split algorithm by T. F. Gonzalez [54]. It is a \( O(NK) \) approximation algorithm, where \( N \) is the number of points and \( K \) is the number of clusters. It guarantees solution within twice the optimal.

2. Minimize the number of clusters while limiting the diameter of each cluster. This can be reduced to the problem of finding cliques in a graph using the following algorithm: Let \( N \) denote the set of URLs to be clustered, and \( d \) denote the maximum diameter of a cluster. Build graph \( G(V, E) \) such that \( V = N \) and edge \((u, v) \in E \iff dist(u, v) < d\), \( \forall u, v \in V \). We can choose \( d \) using some heuristics, e.g., a function of average distance over all URLs. Under this transformation, every cluster corresponds to exactly one clique present in the generated graph. Although the problem of partitioning graphs into cliques is NP-complete, we adopt the best known approximation algorithm with time complexity \( O(N^3) \) [45].

We have applied both clustering algorithms, and obtained similar results. To avoid redundancy, for the rest of this chapter, we only use the first clustering algorithm.

5.7.2 Correlation Distance

In this section, we describe the correlation distance we use. We explore three orthogonal distance metrics: one based on spatial locality, one based on temporal locality, and another based on popularity locality. The metrics can also be based on semantics, such as the hyperlink structures or XML tags in Web pages. We will examine the hyperlink structure for online incremental clustering in Chapter 5.9.2, and leave the clustering based on other metadata, such as XML tags, for future work.
Spatial Clustering

First, we look at clustering content based on their spatial locality in the access patterns. At a high level, we would like to cluster URLs that share similar access distribution across different regions. For example, two URLs that both receive the largest number of accesses from New York and Texas and both receive the least number of accesses from California may be clustered together.

We use BGP prefixes or domain names to partition the Internet into different regions, as described in Chapter 5.2. We represent the access distribution of a URL using a spatial access vector, where the i-th field denotes the number of accesses to the URL from the i-th client group. Given L client groups, each URL is uniquely identified as a point in L-dimensional space. In our simulation, we use the top 1000 clusters (i.e., L = 1000), covering 70% - 92% of requests.

We define the correlation distance between URLs A and B in two ways: either (i) the Euclidean distance between the points in the L-dimension space that represent the access distribution of URL A and B, or (ii) the complement of cosine vector similarity of spatial access vector A and B.

$$correl_{dist}(A, B) = 1 - \text{vector}_{similarity}(A, B) = 1 - \frac{\sum_{i=1}^{k} A_i \times B_i}{\sqrt{\sum_{i=1}^{k} (A_i)^2 \times \sum_{i=1}^{k} (B_i)^2}}$$ (5.1)

Essentially, if we view each spatial access vector as an arrow in high-dimension space, the vector similarity gives the cosine of the angle formed by the two arrows.

Temporal Clustering

In this section, we examine temporal clustering, which clusters Web content based on temporal locality of the access pattern.

There are many ways to define temporal locality. One possibility is to divide the traces into n time slots, and assign a temporal access vector to each URL, where the element i is the number of accesses to that URL from the time slot i. Then we can use similar methods in spatial clustering to define the correlation distance. However, in our experiments we found that many URLs share similar temporal access vectors because of specific events, but they are not accessed together. One typical example is in the event-driven WorldCup trace, where the corresponding URLs in English and French have very similar temporal access patterns during game time, but as expected are almost never fetched together by any client groups.

To address this issue, we consider URLs are correlated only if they are requested in a short period by the same client. In particular, we extend the co-occurrence based clustering by Su, et al. [125]. At a high-level, the algorithm divides requests from a client into variable length sessions, and only considers URLs requested together during a client’s session to be related. We make the following enhancements: (i) we empirically determine the session boundary rather than choose an arbitrary time interval; (ii) we quantify the similarity in documents’ temporal locality using the co-occurrence frequency.

**Determine session boundaries:** First, we need to determine user sessions, where a session refers to a sequence of requests initiated by a user without pro-longed
pauses in between. We apply the heuristic described in [3] to detect the session boundary: we consider a session has ended if it is idle for sufficiently long time (called session-inactivity period); and we empirically determine the session inactivity period as the knee point where the change in its value does not yield a significant change in the total number of sessions [3]. Both the MSNBC and NASA traces have the session-inactivity period as 10 - 15 minutes, and we choose 12 minutes in our simulations.

**Correlation in temporal locality:** We compute the correlation distance between any two URLs based on the co-occurrence frequency (see Algorithm 6). This reflects the similarity in their temporal locality and thus the likelihood of being retrieved together by a client. Assume that we partition the traces into $p$ sessions. The number of co-occurrences of $A$ and $B$ in the session $i$ is denoted as $f_i(A, B)$, which is calculated by counting the number of interleaving access pairs (not necessarily adjacent) for $A$ and $B$.

```plaintext
procedure TemporalCorrelationDistance()
1   foreach session with access sequence ($s_1$, $s_2$, ... $s_n$) do
2       for $i = 1$; $i \leq n-1$; $i++$ do
3           for $j = i+1$; $j \leq n$; $j++$ do
4               if $s_i \neq s_j$ then $f_i(s_i, s_j)++$; $f_i(s_j, s_i)++$
5           else exit the inner for loop to avoid counting duplicate pairs
6       end
7   end
8   foreach URL $A$ do compute the number of occurrences $o(A)$
9   foreach pair of URLs $(A, B)$ do
10      Co-occurrence values $f(A, B) = \sum_{i=1}^{p} f_i(A, B)$
11      Co-occurrence frequency $c(A, B) = \frac{f(A, B)}{o(A) + o(B)}$
12      Correlation distance $correl\_dist(A, B) = 1 - c(A, B)$
end
```

**Algorithm 6:** Temporal Correlation Distance Computation

Steps 2 to 5 of Algorithm 6 computes $f_i(A, B)$. For example, if the access sequence is “ABCCA” in session $i$. The interleaving access pairs for $A$ and $B$ are $AB$ and $BA$, so $f_i(A, B) = f_i(B, A) = 2$. Similarly, $f_i(A, C) = f_i(C, A) = 3$, $f_i(B, C) = f_i(C, B) = 2$. Note that in Step 8 and 9, since $f(A, B)$ is symmetric, so is $c(A, B)$. Moreover, $0 \leq c(A, B) \leq 1$ and $c(A, A) = 1$. The larger the $c(A, B)$, the more closely correlated the two URLs are, and the more likely they are to be accessed together. Step 10 reflects the property that distance decreases with the increase in the correlation.

**Popularity-based Clustering**

Finally, we consider the approach of clustering URLs by their access frequency. We consider two metrics. The first correlation distance metric is defined as

$$correl\_dist(A, B) = |access\_freq(A) - access\_freq(B)|$$

The second distance metric is even simpler. If $N$ URLs are to be clustered into $K$
clusters, we sort them according to the total number of accesses, and place URLs $1 \ldots \left\lfloor \frac{N}{K} \right\rfloor$ into cluster 1, and URLs $\left\lceil \frac{N}{K} \right\rceil + 1 \ldots \left\lfloor \frac{2N}{K} \right\rfloor$ into cluster 2, and so on.

We tested both metrics on MSNBC traces and they yield very similar results. Therefore we only use the simpler approach for evaluation in the rest of the chapter.

**Traces Collection for Clustering**

The three clustering techniques all require access statistics, which can be collected at CDN name servers or CDN servers. The popularity-based clustering requires the least amount of information: only the hit counts of the popular Web objects. In comparison, the temporal clustering requires the most fine-grained information—the number of co-occurrences of popular objects, which can be calculated based on the access time, and source IP address for each request. The spatial clustering is in between the two: for each popular Web object, it needs to know how many requests are generated from each popular client group, where the client groups are determined using BGP prefixes collected over widely dispersed routers [67].

### 5.8 Performance of Cluster-based Replication

In this section, we evaluate the performance of different clustering algorithms on a variety of network topologies using the real Web server traces.

#### 5.8.1 Performance Comparison of Various Clustering Schemes

First we compare the performance of various cluster-based algorithms. In our simulations, we use the top 1000 URLs from the MSNBC traces covering 95% of requests, and the top 300 URLs from the NASA traces covering 91% of requests. The replication algorithm we use is similar to Algorithm 5 in Chapter 5.6. In the iteration step 7, we choose the $\langle \text{cluster}, \text{location} \rangle$ pair that gives the largest performance gain per URL.

Figure 5.6 compares the performance of various clustering schemes. The starting points of all the clustering performance curves represent the single cluster case, which corresponds to per Web site-based replication. The end points represent per URL-based replication, another extreme scenario where each URL is a cluster.

As we can see, the clustering schemes are efficient. Even with the constraint of a small number of clusters (i.e., 1% - 2% of the number of Web pages), spatial clustering based on Euclidean distance between access vectors and popularity-based clustering achieve performance close to that of the per URL-based replication, at much lower management cost (see Chapter 5.7). Spatial clustering with cosine similarity and temporal clustering do not perform as well. It is interesting that although the popularity-based clustering does not capture variations in individual clients’ access patterns, it achieves comparable and sometimes better performance than the more fine-grained approaches. A possible reason is that many popular documents are globally popular [132], and access frequency becomes the most important metric that captures different documents’ access pattern.
Figure 5.6: Performance of various clustering approaches for MSNBC August 2, 1999 traces with averagely 5 replicas/URL (left) and for NASA July 1, 1995 traces with averagely 3 replicas/URL (right) on various topologies.
The relative rankings of various schemes are consistent across different network topologies. The performance difference is smaller in the AS topology, because the distance between pairs of nodes is not as widely distributed as in the other topologies.

![Graph showing average retrieval cost vs. average number of replicas per URL.]

Figure 5.7: Performance of cluster-based replication for MSNBC August 2, 1999 traces (in 20 clusters) with up to 50 replica/URL on a transit-stub topology.

We also evaluate the performance of cluster-based replication by varying the replication cost (i.e., the average number of replicas/URL). Figure 5.7 shows the performance results when we use the access frequency clustering scheme and 20 content clusters. As before, cluster-based scheme out-performs per Web site scheme by over 50%. As expected the performance gap between per Web site and per cluster replication decreases as the number of replicas per URL increases. Compared to per URL-based replication, the cluster-based replication is more scalable: it reduces running time by over 20 times, and reduces the amount of state by about 50 times.

### 5.8.2 Effects of Non-Uniform File size

So far, we assume each replicated URL consumes one unit of replication cost. In this section, we compute the replication cost by taking into account of different URL sizes. The cost of replicating a URL is its file size. We modify Algorithm 5 in Chapter 5.6 so that in iteration step 7, we choose the \(<\text{cluster},\text{location}>\) pair that gives the largest performance gain per byte.

We ran the experiments using the top 1000 URLs of the MSNBC traces on August 2, 1999. Table 5.4 shows the performance of the Euclidean distance based spatial clustering with the cost of 3 Website replicas on a transit stub topology. The results exhibit a similar trend as those obtained under the assumption of uniform URL size: per URL-based replication out-performs per Web site-based replication by 40%, and the cluster-based schemes (50 clusters) achieve similar performance as per URL-based replication (1000 clusters) with only about 5% management cost if we ignore the cost for clustering.
<table>
<thead>
<tr>
<th>Per site</th>
<th>10 clusters</th>
<th>50 clusters</th>
<th>300 clusters</th>
<th>Per URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>132.7</td>
<td>108.1</td>
<td>84.7</td>
<td>81.3</td>
<td>80.4</td>
</tr>
</tbody>
</table>

Table 5.4: Average retrieval cost with non-uniform file size

<table>
<thead>
<tr>
<th>Methods</th>
<th>Static 1</th>
<th>Static 2</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traces used for clustering</td>
<td>training</td>
<td>training</td>
<td>new</td>
</tr>
<tr>
<td>Traces used for replication</td>
<td>training</td>
<td>new</td>
<td>new</td>
</tr>
<tr>
<td>Traces used for evaluation</td>
<td>new</td>
<td>new</td>
<td>new</td>
</tr>
</tbody>
</table>

Table 5.5: Static and optimal clustering schemes

### 5.9 Incremental Clustering

In the previous sections, we have presented cluster-based replication, and showed it is flexible and can smoothly trade off replication cost for better user performance. In this section we examine how the cluster-based replication scheme adapts to changes in users’ access patterns. One option is to re-distribute the existing content clusters without changing the clusters. We call it **static clustering** (Chapter 5.9.1). A better alternative, termed **incremental clustering**, gradually adds new popular URLs to existing clusters and replicates them (Chapter 5.9.2). We can determine new popular URLs either by observing users’ accesses (offline) or by predicting future accesses (online). Below we will study different ways to adapt to changes in user workload, and compare their performance and cost.

#### 5.9.1 Static Clustering

It is important to determine the frequency of cluster perturbation and redistribution. If the clients’ interested URLs and access patterns change very fast, a fine-grained replication scheme that considers how a client retrieves multiple URLs together may require frequent adaptation. The extra maintenance and clustering cost may dictate that per Web site replication approach should be used instead. To investigate whether this would be a serious concern, we evaluate three methods, as shown in Table 5.5 using MSNBC traces: **training traces** and **new traces**, where the training traces and new traces are access traces for Day 1 and Day 2, respectively (Day 2 follows Day 1 either immediately or a few days apart).

Note that in the static 1 and static 2 methods, accesses to the URLs that are not included in the training traces have to go to the origin Web server, potentially incurring a higher cost. We consider the spatial clustering based on Euclidean distance (referred as SC) and popularity (i.e., access frequency) based clustering (referred as AFC), the two with the best performance in Chapter 5.8. We simulate on pure random, Waxman, transit-stub, and AS topologies. The results for different topologies are similar, and below we only present the results from transit-stub topologies.

We use the following simulation configuration throughout this section unless otherwise specified. We use 8/2/99 MSNBC traces as the training traces, and use 8/3/99, 8/4/99, 8/5/99, 8/10/99, 8/11/99, 9/27/99, 9/28/99, 9/29/99, 9/30/99 and 10/1/99 traces as the new traces. We choose the top 1000 client groups from the training traces, and they
Figure 5.8: Stability analysis of the per cluster replication for MSNBC 1999 traces with 8/2/99 as training traces (averagely 5 replicas/URL).
have over 70% overlap with the top 1000 client groups in the new traces. So we use the same set of client groups for our performance evaluation in this section. To study the dynamics of content, we choose the top 1000 URLs from each daily traces. We use SC or AFC to cluster them into 20 groups when applicable.

As shown in Figure 5.8, using the past workload information performs significantly worse than using the actual workload. The average retrieval cost almost doubles when the time gap is more than a week. The performance of AFC is about 15-30% worse than that of SC for static 1 method and 6-12% worse for static 2 method. In addition, as we would expect, the difference in the performance gap increases with the time gap. The redistribution of old clusters based on the new traces does not help for SC, and helps to improve 12-16% for AFC. The increase in the clients’ latency is largely due to the creation of new contents, which have to be fetched from the origin site according to our assumption. (The numbers of new URLs are shown in row 1 of Table 5.6.) In the next section, we will use various incremental clustering to address this issue.

5.9.2 Incremental Clustering

In this section, we examine how to incrementally add new documents to existing clusters without much perturbation. First, we formulate the problem, and set up framework for generic incremental clustering. Then we investigate both online and offline incremental clustering. The former predicts access patterns of new objects based on hyperlink structures, while the latter assumes such access information is available. Finally, we compare their performance and management cost with the complete re-clustering and re-distribution.

**Problem Formulation**

We define the problem of incremental clustering for distributed replication system as follows. Given $N$ URLs, initially they are partitioned into $K$ clusters and replicated to various locations to minimize the total cost of all clients’ requests. The total number of URL replicas created is $T$. After some time, $V$ of the original objects become cold when the number of requests to them drops below a certain threshold, while $W$ new popular objects emerge, and need to be clustered and replicated to achieve good performance. To prevent the number of replicas $T$ from increasing dramatically, we can either explicitly reclaim the cold object replicas or implicitly replace them through policies such as LRU and LFU. For simplicity, we adopt the latter approach. The replication cost is defined as the total number of replicas distributed for new popular objects.

One possible approach is to completely re-cluster and re-replicate the new $(N - V + W)$ objects, as the optimal scheme in Table 5.5. One possible approach is to completely re-cluster and re-replicate the new $(N - V + W)$ objects as the third scheme described in Chapter 5.9.1. However this approach is undesirable in practice, because it requires re-shuffling the replicated objects and re-building the content directory, which incurs extra replication traffic and management cost. Therefore our goal is to find a replication strategy that balances the tradeoff between replication and management cost versus clients’ performance.

Incremental clustering takes the following two steps:
<table>
<thead>
<tr>
<th>Row</th>
<th>Date of new traces in 1999</th>
<th>8/3</th>
<th>8/4</th>
<th>8/5</th>
<th>8/10</th>
<th>8/11</th>
<th>9/27</th>
<th>9/28</th>
<th>9/29</th>
<th>9/30</th>
<th>10/1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td># of new popular URLs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>315</td>
<td>389</td>
<td>431</td>
<td>489</td>
<td>483</td>
<td>539</td>
<td>538</td>
<td>530</td>
<td>526</td>
<td>523</td>
</tr>
<tr>
<td>2</td>
<td># of cold URL replicas freed</td>
<td>948</td>
<td>1205</td>
<td>1391</td>
<td>1606</td>
<td>1582</td>
<td>1772</td>
<td>1805</td>
<td>1748</td>
<td>1761</td>
<td>1739</td>
</tr>
<tr>
<td>3</td>
<td># of orphan URLs when using $</td>
<td>v_{new} - v_c</td>
<td>&gt; r$</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td># of orphan URLs when using $</td>
<td>v_{new} - v_c</td>
<td>&gt; r_{max}$</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td># of new URL replicas deployed for non-orphan URLs ($</td>
<td>v_{new} - v_c</td>
<td>\leq r$)</td>
<td>983</td>
<td>1091</td>
<td>1050</td>
<td>1521</td>
<td>1503</td>
<td>1618</td>
<td>1621</td>
<td>1610</td>
</tr>
<tr>
<td>6</td>
<td># of new clusters generated for orphan URLs ($</td>
<td>v_{new} - v_c</td>
<td>&gt; r$)</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td># of URL replicas deployed for orphan URLs ($</td>
<td>v_{new} - v_c</td>
<td>&gt; r$): row 2 - row 5 if row 2 &gt; row 5</td>
<td>0</td>
<td>0</td>
<td>341</td>
<td>85</td>
<td>79</td>
<td>154</td>
<td>184</td>
<td>138</td>
</tr>
<tr>
<td>8</td>
<td># of new URL replicas deployed (Access frequency clustering)</td>
<td>1329</td>
<td>1492</td>
<td>1499</td>
<td>1742</td>
<td>1574</td>
<td>2087</td>
<td>1774</td>
<td>1973</td>
<td>1936</td>
<td>2133</td>
</tr>
</tbody>
</table>

Table 5.6: Statistics and cost evaluation for offline incremental clustering. Using MSNBC traces with 8/2/99 as training traces, 20 clusters, and averagely 5 replicas/URL. Results for clustering based on SC (row 3 - 7) and AFC (row 8).
Table 5.7: Statistics and clustering of crawled MSNBC traces

**STEP 1:** If the correlation between the new URL and an existing content cluster exceeds a threshold, add the new URL to the cluster that has the highest correlation.

**STEP 2:** If there are still new URLs left (referred as orphan URLs), create new clusters and replicate them.

**Online Incremental Clustering**

Pushing newly created documents are useful during unexpected flash crowds events, such as disasters. Without clients’ access information, we predict access pattern of new documents using the following two methods based on hyperlink structures.

1. Cluster URLs based on their parent URLs, where we say URL a is URL b’s parent if a has a hyperlink pointing to b. There is one exception: many URLs point back to the root index page, but the root page should not be included in any children cluster because its popularity differs significantly from other pages.

2. Cluster URLs based on their hyperlink depth. The hyperlink depth of URL o is defined as the smallest number of hyperlinks needed to traverse before reaching o, starting from the root page of the Web server.

In our evaluation, we use WebReaper 9.0 [130] to crawl http://www.msnbc.com/ at 8 a.m., 10 a.m. and 1 p.m. (PDT time), respectively, on May 3, 2002. Given a URL, the WebReaper downloads and parses the page. Then it recursively downloads the pages pointed by the URL until a pre-defined hyperlink depth is reached. We set the depth to be 3 in our experiment. We ignore any URLs outside www.msnbc.com except the outsourced images. Since we also consider the URLs pointed by all the crawled documents, our analysis includes all pages within 4 hyperlink distance away from the root page. Clustering based on the hyperlink depth generates 4 clusters, e.g., depth = 1, 2, 3, and 4 (exclusive of the root page). The access logs do not record accesses to image files, such as .gif and .jpg. We have the access information for the remaining URLs, whose statistics are shown in Table 5.7. In general, about 60% of these URLs are accessed within the next two hours after crawling.

To measure the popularity correlation within a cluster, we define access frequency span (in short, af_span) as follows.

\[
af\_span = \frac{\text{standard deviation of access frequency}}{\text{average access frequency}}
\]

We have MSNBC access logs from 8 a.m. - 12 p.m. and 1 p.m. - 3 p.m. on May 3, 2002. For every hour during 8 a.m. - 12 p.m. and 1 p.m. - 3 p.m., we use the most recently crawled files to cluster content, and then use the access frequency recorded in the corresponding
access logs to compute $a_f$ for each cluster. We also compute the average, 10 percentile and 90 percentile of $a_f$ in all clusters, and show the results in Figure 5.9.

In Figure 5.9, both clustering methods show much better popularity correlation (i.e., smaller $a_f$) than treating all URLs (except the root) as a single cluster. Method 1 consistently out-performs method 2. Based on the observation, we design an online incremental clustering algorithm as follows. We assign each new URL $o$ to the existing cluster that has the largest number of URLs sharing the same parent URL with $o$ (i.e., the largest number of sibling URLs). If there are ties, we are conservative, and pick the cluster that has the largest number of replicas. Note that $o$ may have multiple parents, so we consider all the children of its parents as its siblings except the root page. When a new URL $o$ is assigned to cluster $c$, we replicate $o$ to all the replicas to which cluster $c$ has been replicated.

We simulate the approach on a 1000-node transit-stub topology as follows. First, among all the URLs crawled at 8am, 2496 of them were accessed during 8am - 10am. We use AHC to cluster and replicate them based on the 8am - 10am access logs, with 5 replicas per URL on average. Among those new URLs that appear in the 10am crawling, but not in the 8am crawling, 16 of them were accessed during 10am - 12pm. Some of them were quite popular, receiving 33262 requests in total during 10am - 12pm. We use the online incremental clustering algorithms above to cluster and replicate the 16 new URLs with a replication cost of 406 URL replicas. This yields an average retrieval cost of 56. We also apply the static AHC by using 10am - 12pm access logs, and completely re-clustering and re-replicating all these 2512 (2496 + 16) URLs, with 5 replicas per URL on average. As it requires information about future workload and complete re-clustering and re-replication of content, it serves as the optimal case, and yields an average retrieval cost of 26.2 for the 16 new URLs. However, if the new URLs are not pushed but only cached after it is accessed, the average retrieval cost becomes 457; and if we replicate the 16 new URLs to random places using the same replication cost as in the online incremental clustering (406 URL replicas), the average retrieval cost becomes 259.

These results show that the online incremental clustering and replication cuts the retrieval cost by 4.6 times compared to random pushing, and by 8 times compared to no push. Compared to the optimal case, the retrieval cost doubles. But since it requires no access history nor complete re-clustering or replication, such performance is quite good.

**Offline Incremental Clustering**

Now we study offline incremental clustering, which uses access history as input.

**STEP 1:** In the SC clustering, when creating clusters for the training traces, we record the center and diameter of each cluster. Given a cluster $U$ with $p$ URLs, each URL $u_i$ is identified by its spatial access vector $v_i$ and $correlation.distance(u_i, u_j) = |v_i - v_j|$. We define the center $c$ as $\frac{\sum_{i=1}^{p} v_i}{p}$. The radius $r$ is $max_d(|v_c - v_i|)$, which is the maximum Euclidean distance between the center and any URL in $U$. For each new URL $v_{new}$, we add it to an existing cluster $U$ whose center $c$ is closest to $v_{new}$, if either $|v_{new} - v_c| < r$ or $|v_{new} - v_c| < r_{max}$ is satisfied, where $r$ is the radius of cluster $U$, and $r_{max}$ is the maximum radius of all clusters.
Figure 5.9: Popularity correlation analysis for semantics-based clustering. The error bar shows the average, 10 and 90 percentile of $af_{span}$.

Our analysis of MSNBC traces shows that most of the new URLs can find their homes in old clusters (as shown in rows 3 and 4 of Table 5.6); this implies the spatial access vector of most URLs are quite stable, even after about two months. Furthermore, the difference between using $|\overrightarrow{v_{new}} - \overrightarrow{v_{c}}| < r$ and $|\overrightarrow{v_{new}} - \overrightarrow{v_{c}}| < r_{max}$ is insignificant. So we consider the former in the remaining of this section. Once a new URL is assigned to a cluster, the URL is replicated to all the replicas to which the cluster has been replicated. Row 5 of Table 5.6 shows the number of new URL replicas.

```plaintext
procedure IncrementalClusteringReplication_OrphanURLs()
1 Compute and record the biggest diameter $d$ of original clusters from the training traces
2 Use limit diameter clustering (Chapter 5.7) to cluster the orphan URLs into $K'$ clusters with diameter $d$
3 $l$ = number of cold URL replicas freed - number of URL replicas deployed for non-orphan URLs in Step 1.
4 if $l > 0$ then replicate the $K'$ clusters with $l$ replicas
5 else Replicate the $K'$ clusters with $l'$ replicas, where $l'$ = number of orphan URLs $\times$ average number of replicas per URL
```

**Algorithm 7:** Incremental Clustering and Replication for Orphan URLs (Spatial Clustering)

In the AFC clustering, the correlation between URLs is computed using their ranks in access frequency. Given $K$ clusters sorted in decreasing order of popularity, a new
URL of rank $i$ (in the new traces) is assigned to $\lceil \frac{i}{k} \rceil$th cluster. In this case, all new URLs can be assigned to one of the existing clusters, and step 2 is unnecessary.

Figure 5.8 shows the performance after the completion of Step 1. As we can see, incremental clustering has improvement over static clustering by 20% for $SC$, and 30-40% for $AFC$. At this stage, $SC$ and $AFC$ have similar performance. But notice that $AFC$ has replicated all the new URLs while $SC$ still has orphan URLs for the next step. In addition, $AFC$ deploys more new URL replicas (row 8 of Table 5.6) than $SC$ (row 5 of Table 5.6) at this stage.

**STEP 2:** We further improve the performance by clustering and replicating the orphan URLs. Our goal is (1) to maintain the worst-case correlation between existing clusters after adding new ones, and (2) to prevent the total number of URL replicas from increasing dramatically due to replication of new URLs. Step 2 only applies to $SC$, and we use Algorithm 7.

Row 6 and 7 in Table 5.6 show the number of new clusters generated by orphan URLs and the number of URL replicas deployed for the orphan URLs. As Figure 5.8 (top) shows, $SC$ out-performs $AFC$ by about 20% after step 2, and achieves comparable performance to complete re-clustering and re-replication, while using only 30 - 40% of the replication cost compared to the complete re-clustering and re-replication. (The total replication cost of the latter scheme is 4000 URL replicas: 1000 URLs × 5 replicas/URL, except 1000 URL replicas residing at the origin Web server.)

To summarize, in this section, we study online and offline incremental clustering, and show they are very effective in improving users' perceived performance with small replication cost.

### 5.10 Summary

In this chapter, we explore how to efficiently push content to CDN nodes for cooperative access. Using trace-driven simulations, we show that replicating content in units of URLs out-performs replicating in units of Web sites by 60 - 70%. To address the scalability issue of such a fine-grained replication, we examine several clustering schemes to group the Web documents and replicate them in units of clusters. Our evaluations based on various topologies and Web server traces show that we can achieve performance comparable to per URL-based replication at only 1% - 2% of the management cost. To adapt to changes in users' access patterns, we consider both offline and online incremental clustering. Our results show that the offline clustering yields the performance close to that of the complete re-clustering at much lower overhead; the online incremental clustering and replication reduce the retrieval cost by 4.6 - 8 times compared to no replication and random replication.

In particular, for the content without access history (e.g., newly created URLs), we can incrementally add them to existing content clusters based on hyperlink structures, and push them to the locations to which the cluster has been replicated. This online incremental cluster-based replication is very useful to improve document availability during flash crowds.

In conclusion, our main contributions of this chapter include (i) cluster-based replication schemes to smoothly trade off management and computation cost for better
clients' performance in a CDN environment, (ii) an incremental clustering framework to adapt to changes in users' access patterns, and (iii) an online popularity prediction scheme based on hyperlink structures.

In summary, in Part I, we present how to locate, replicate and manage contents scalably, efficiently, and adaptively to users’ dynamics. In the next part, we will discuss overlay network measurement and monitoring services for providing adaptation on the network and system levels.
Part II

Overlay Network Measurement and Monitoring
In the first part of the thesis, we built a CDN which is scalable, efficient, and adaptive to users’ dynamics. In this part, we will shift our focus to network dynamics. Our technique is generally applicable to the emerging class of large-scale globally overlay network services and applications, such as CDN, overlay routing and location, application-level multicast, virtual private network (VPN) management, and peer-to-peer file sharing. As these systems have flexibility in choosing their communication paths and targets, they can benefit significantly from network distance (e.g., latency and loss rate) prediction. For instance, CDN can achieve proximity and fault tolerance through selecting or switching to the “best” CDN edge server to satisfy each client’s request.

Unfortunately, the infrastructure ossification and lack of understanding of the Internet artifact remain to be key challenges for network distance estimation. For the first challenge, the ability to deploy innovative disruptive technologies in the core infrastructure (which is operated mainly by businesses) is extremely limited. Consequently, various forms of overlay networks, which introduce new functionality within the network near the edges, have been proposed and some deployed in the Internet. Thus we design our network measurement and monitoring services on the overlay network. Even though, it has proved difficult to characterize, understand, and model the enormous volume and great variety of Internet traffic in terms of large-scale behaviors.

In the second part, we will explore these challenges to build scalable and accurate end-to-end network distance monitoring systems. We will first survey previous work and their limitations in Chapter 6. Then to address their shortcomings, we present a latency monitoring system, Internet Iso-bar, in Chapter 7 and a loss rate monitoring system, TOM, in Chapter 8. To demonstrate how Internet applications can benefit from such monitoring services, we build and evaluate a monitoring-based adaptive overlay streaming media system in Chapter 9.
Chapter 6

Previous Work

Among the distance metrics, latency is a common one, and the easiest one to measure and scale, thus there is much prior work [4, 51, 127, 83]. Measurement of other general metrics, e.g., loss rate, bandwidth, jitter, etc. are much more challenging and harder to scale. Next, we group existing systems into these two categories, and compare them with the network measurement and monitoring systems of our own.

6.1 Latency Estimation Systems

A latency estimation system can be built as an infrastructure service [4, 51, 127] or a peer-to-peer service [83]. The former assumes dedicated infrastructure support, and can provide continuous dynamic monitoring, while the latter assumes that the end clients measure the distance with little support from the service providers. We compare them with our Internet Isobar (Chapter 7) in Table 6.1.

6.1.1 Infrastructure-based Latency Estimation Systems

Both industry [4] and academia [51, 127] have built infrastructure-based latency estimation systems. But they are either not scalable [4], or based on triangulation inequality which doesn’t really hold in today’s Internet [51], or not very accurate for latency estimation [51, 127], or assuming the wide existence of measurement servers [127]. Next, we discuss these systems in more details.

Content Distribution Network (Akamai’s Network Operations Command Center (NOCC))

For each client address prefix (subnet), Akamai performs traceroute from all CDN servers to find a few core routers (close to clients) that are always on the path to client clusters. They constantly monitor the distance from every Internet Data Center (IDC) which hosts the CDN edge servers, to these routers to decide the relative distance to clients [70] 1. Although working in real operation, this approach has a potential scalability problem.

---

1 As a proprietary technique, there is no white paper available regarding this subject, to the best of our knowledge.
<table>
<thead>
<tr>
<th>Properties</th>
<th>Akamai NOCC</th>
<th>IDMaps</th>
<th>Network Distance Maps</th>
<th>GNP</th>
<th>Internet Isobar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Infrastructure</td>
<td>Infrastructure</td>
<td>Infrastructure</td>
<td>Peer-to-peer</td>
<td>Infrastructure</td>
</tr>
<tr>
<td>Scalability</td>
<td>Traceroute from each edge server farm to all client subnets</td>
<td>Proximity-based clustering of APs, $O(K^2 + AP)$ measurements</td>
<td>Proximity-based hierarchical clustering, $O(N)$ measurements</td>
<td>$NL$ measurements (each landmark takes $O(N)$ of them)</td>
<td>Similarity-based clustering, $K^2 + N$ measurements</td>
</tr>
<tr>
<td>Estimation technique</td>
<td>Use distance between edge server farms to nearby router of clients</td>
<td>Based on triangulation inequality and proximity-based clustering</td>
<td>Based on high-dimension coordinates, symmetric distance</td>
<td>Similarity-based clustering, different inter- &amp; intra-cluster estimation</td>
<td></td>
</tr>
<tr>
<td>Monitors/landmarks</td>
<td>CDN edge servers</td>
<td>Transit AS’s</td>
<td>Traceroute servers</td>
<td>End hosts</td>
<td>End hosts</td>
</tr>
</tbody>
</table>

Table 6.1: Comparison of various Internet latency estimation systems, assuming there are $N$ end hosts, $AP$ address prefixes, $L$ landmarks and $K$ clusters, $m(h_i)$ is the monitor of the cluster to which host $h_i$ belongs.
There are more than 8800 Internet Service Providers (ISPs). Suppose every ISP has an IDC for hosting CDN servers and clients are grouped by autonomous systems (AS’s), we need 114 million traceroute measurements to build distance maps among 13,000 existing AS’s. A similar amount of measurements is needed to maintain the distance maps. Though they divide the maps into regions, and only measure the distance between the IDCs and core routers of AS’s in each region [70], the amount of measurements is only reduced by the factor of the number of regions (assume the ISPs and AS’s are evenly distributed in the regions). While helpful when the number of regions is big, this approach will lose agility because the CDN servers in one region cannot serve the clients in other regions.

**Internet Distance Maps (IDMaps)**

IDMaps has special HOPS servers (called Tracers) that measure the distances among themselves and to other end hosts [51]. The distance between two end hosts $A$ and $B$ is estimated as the sum of 3 distances: distance between $A$ and its nearest Tracer $T_1$, distance between $B$ and its nearest Tracer $T_2$ and the shortest path distance between $T_1$ and $T_2$. To achieve scalability, they group the clients by Address Prefix (AP) which is a consecutive address range of IP addresses within which all hosts are equidistant (with some tolerance) to the rest of Internet. This grouping scheme leads to hundreds of thousands of APs, which are further clustered based on network proximity. The problem is that such a clustering requires pair-wise distance between all AP pairs. As a heuristic, Tracers are placed on transit AS’s. However, this requires the cooperation of network providers. IDMaps also faces problems with prediction accuracy. First, their estimation is based on the triangulation inequality, which does not hold unless Tracers are placed on or very close to the shortest path between clients. Second, this proximity-based clustering is not as accurate as the similarity-based clustering used by Internet Iso-bar as we will show in Chapter 7.4.

**Network Distance Maps**

To tackle the scalability problem, Theilmann and Rothermel have proposed *network distance maps* [127]. Their approach creates a hierarchical decomposition of the network into regions, assigns each host to its closest measurement server (mServers) and estimates the distance between two hosts by the distance between their two assigned closest mServers. The maps can also be adapted to the changing network conditions.

However, there are two key features that distinguish our Internet Isobar (Chapter 7) from theirs. Firstly, they assume the existence of measurement servers (mServers) and do not consider the problem of placing the monitoring sites. Secondly, they assign the client to its closest mServer, which is equivalent to proximity-based clustering. Our analysis based on real measurement data shows that the similarity-based clustering has much better estimation accuracy and stability than the proximity-based clustering does (Chapter 7.4).

### 6.1.2 Peer-to-peer Latency Estimation Systems

Peer-to-peer latency estimation systems associate each node with a coordinate, and use the Euclidean distance between the coordinates to estimate their network distance
between the nodes. They use either geographical coordinates [59] or coordinates computed based on the network distance to a few landmark nodes [83, 99]. The fundamental problem of these schemes is the assumption of symmetric distance.

**Geographical-based distance estimation**

Geographical distance was used to predict the real network distance in [59]. However, results show that the correlation between geographical distances and network distances is quite poor, especially between different network backbones [59, 83].

**Global Network Positioning (GNP)**

GNP is based on absolute coordinates computed from modelling the Internet as a D-dimensional geometric space [83]. Every end host maintains its own coordinates, and network distances to other hosts are predicted by evaluating a *distance function* (e.g., Euclidean distance) over their coordinates. For static estimation, it is much more accurate than 1DMaps. However, the landmark sites are potential bottlenecks because every host has to measure its distance to the landmarks to compute and update its coordinates. Recently, a lighthouse system is proposed to overcome that limitation by calculating the coordinates with arbitrary set of reference points, then transforming the local coordinates to the global ones [99].

Moreover, it is hard to achieve real-time distance estimation – both source and destination have to obtain measurements to $D + 1$ landmarks ($D$ is the dimension used in estimation), re-compute the coordinates, and exchange the coordinates to get the estimation. Thus it is not suitable as an online monitoring system. Moreover, GNP can only model symmetric distance, and its optimization algorithms are expensive to run.

### 6.2 Other Metrics Estimation Systems

The systems above provide good latency estimation under normal conditions, but they cannot estimate other metrics, such as loss rate, bandwidth, etc.. The fundamental idea for infrastructure-based services is to cluster the end hosts, and then use one from each cluster as the representative. Unless all the hosts in the same cluster take the same route as their representative monitor to reach other hosts, the representative cannot detect the congestion/failures for the hosts in its cluster.

Similarly for the peer-to-peer services like GNP, the coordinates of an end host are computed based on the latency to some landmark sites, and cannot really reflect the path conditions to other hosts.

In contrast, there is another class of overlay network distance estimation systems which can detect path congestion, outages and periods of degraded performance within seconds and have applications bypass them. In general, such systems are much harder to scale than the latency estimation systems because each path to be estimated may take different routes. Typical example is resilient overlay network (RON) [40]. People also proposed to leverage the underlying network topology to improve the measurement efficiency. But none
solves the problem of monitor deployment for constructing an overlay network monitoring service. We propose our own system TOM in Chapter 8.

6.2.1 RON

A RON is an architecture that allows distributed Internet applications to detect and recover from path outages and periods of degraded performance within several seconds. They keep monitoring the functioning and quality of Internet paths between every pair of RON nodes. Thus it has very high accuracy for many metrics, like latency, loss rate and throughput, but also has serious scalability problem.

6.2.2 Topology-based Efficient Measurement

Shavitt, et al. use algebraic tools to compute the distances that are not explicitly measured [119]. Given certain “Tracer” stations deployed and some direct measurements among the Tracers, they search for path or path segments whose loss rates can be inferred from these measurements. Thus their focus is not on Tracer/path selection. Neither do they examine the topology measurement errors or the topology change problems.

Recently, Ozmuthlu, et al. selected a minimal subset of paths to cover all links for monitoring, assuming link-by-link latency is available via end-to-end measurement [90]. Their approach has the following three limitations.

- Traceroute cannot give accurate link-by-link latency. Many routers in the Internet hide their identities.
- It is not applicable for loss rate, because it is difficult to estimate link-by-link loss rates from end-to-end measurements. Many applications, like streaming media and multiplayer gaming, are more sensitive to loss rate than latency.
- It assumes static routing paths and does not consider topology changes.

To address these problems, in the next two chapters, we will present our latency estimation system, Internet Iso-bar, and loss rate estimation system, TOM.
Chapter 7

Internet Iso-bar: A Scalable Overlay Network Latency Estimation System

7.1 Introduction

In this part, the general problem we want to study is as follows: Given N end hosts that may belong to different administrative domains and $O(N^2)$ paths among them, how to monitor and estimate the properties of these paths with small measurement overhead? Besides accurate, efficient, and scalable, a network distance monitoring system should also be incrementally deployable, and easy to use.

We will focus on the monitoring and estimation of latency in this chapter, and loss rate for the next chapter. The difference between these two metrics is: latency is easy to measure and easier to achieve measurement scalability, while the loss rate is more important for some applications. We will show why latency estimation scheme is not good enough for loss rate or congestion/failure estimation, then provide an efficient scheme of measuring the loss rate without sacrificing accuracy.

For latency estimation, we propose a clustering-based scheme: Internet Iso-bar, which clusters the end hosts based on the similarity in their distance to a small set of sites. The cluster centers are selected as monitoring sites for active and continuous probing. The distance between any pair of hosts is estimated using inter- or intra-cluster distances. No knowledge of network topology is needed.

We evaluate the estimation accuracy and stability of our scheme with real Internet measurements from NLANR [85]. Stability is examined on various time scales: daily, weekly, monthly, etc.. Our results show that Iso-bar has high estimation accuracy and stability, comparable to the state-of-the-art work, GNP [83]. In contrast to GNP, the distributed small measurement overhead of Iso-bar enables online monitoring which detects the majority of congestion/failures in real time with certain false positive. To the best of our knowledge, our work is the first attempt to evaluate the stability of various distance estimation schemes using real Internet measurements.

The rest of the chapter is organized as follows. The clustering and distance estima-
Figure 7.1: Internet Iso-bar architecture for a peer-to-peer system

tion techniques of Internet Iso-bar are presented in Chapter 7.2. We describe our simulation methodology in Chapter 7.3, and evaluate the accuracy and stability of different schemes in Chapter 7.4. Finally, we conclude in Chapter 7.5.

7.2 Architecture and Algorithms

The key idea of Internet Iso-bar (referred to as Iso-bar hereafter) is as follows. We group $N$ hosts into $K$ clusters based on several distance metrics (Chapter 7.2.1 and Chapter 7.2.2), and choose cluster centers as monitors (Chapter 7.2.2). The monitors continuously measure the distance among themselves as well as to hosts belonging to its cluster so that the distance between any pair of hosts can be estimated using intra- and inter-cluster distance (Chapter 7.2.3), as shown in Figure 7.1. Meanwhile, the measurement overhead is negligible (Chapter 7.2.4).

7.2.1 Distance Metrics

First we define the distance metrics for clustering. There are many ways to define Internet distance, including hop count, latency, loss rate, or bandwidth. In this chapter, we define the Internet distance to be the round trip time (RTT). Given asymmetric routing, RTT may not reflect the absolute network distance between two hosts. But in many cases, it still serves as a good approximation of the end-to-end distance we aim to estimate.

Using network proximity

Let $net_{dist}(i, j)$ denote the measured network distance between host $i$ and host $j$, and $cor_{dist}(i, j)$ denote the correlation distance between them, i.e., the smaller $cor_{dist}(i, j)$ is, the more $i$ and $j$ are correlated. We can directly use $net_{dist}(i, j)$ for clustering (i.e.,
\[ \text{cor}_{\text{dist}}(i, j) = \text{net}_{\text{dist}}(i, j) \]. This is adopted by IDMaps [51] and Network Distance Maps [127]. However, although it requires all pair-wise distance measurements, this scheme is not very accurate, as shown in Chapter 7.4. Next, we introduce the network similarity based clustering, which can significantly reduce the amount of measurements.

**Using network similarity (Iso-bar)**

As in GNP, each host \( i \) measures distance to landmarks and forms a *network distance vector* (referred as \( \text{net}V_i \)). However, unlike GNP, \( \text{net}V_i \) is only used for initial clustering; and once clusters are formed, we use significantly fewer measurement probes (as will be shown in Chapter 7.2.4) for distance estimation.

\( \text{net}V_i \) is a \( m \)-dimensional vector, where \( m \) is the number of landmarks. The landmarks can be all or a subset of the end hosts plus any outside servers that accept measurements.

Let \( w_k \) denote the \( k \)-th landmark, and \( w_k(\text{net}V_i) \) denote the \( k \)-th element of the vector \( \text{net}V_i \), which stands for the distance between host \( i \) and the \( k \)-th landmark. The correlation distance between two hosts can be defined as the Euclidean distance between their network distance vectors:

\[
\text{cor}_{\text{dist}}(i, j) = |\text{net}V_i - \text{net}V_j| = \sqrt{\sum_{k=1}^{m} (w_k(\text{net}V_i) - w_k(\text{net}V_j))^2} \quad (7.1)
\]

In addition, cosine vector similarity has been widely used to measure the similarity between two vectors. An alternative distance metric is to use the complement of vector similarity.

\[
\text{cor}_{\text{dist}}(i, j) = 1 - \frac{\text{net}V_i \cdot \text{net}V_j}{|\text{net}V_i||\text{net}V_j|} = 1 - \frac{\sum_{k=1}^{m} w_k(\text{net}V_i) \cdot w_k(\text{net}V_j)}{\sqrt{\sum_{k=1}^{m} [w_k(\text{net}V_i)]^2} \cdot \sqrt{\sum_{k=1}^{m} [w_k(\text{net}V_j)]^2}} \quad (7.2)
\]

Essentially, if we view each vector as an arrow in high-dimension space, the formula above gives the sine of the angle between the arrows of \( \text{net}V_i \) and \( \text{net}V_j \).

### 7.2.2 Generic Clustering Methods

Given a distance metric, we apply generic clustering algorithms to group hosts. We define the radius of cluster \( i \) as the maximum distance between the monitor (center node) and any host in cluster \( i \), denoted as \( C_i \). Our clustering seeks to minimize the maximum radius of all clusters, or to minimize the sum of distances between every host and its monitor. The former aims to optimize the worst case prediction, while the latter tries to optimize the average prediction.

**Clustering to optimize the worst case (the maximal radius)**

The goal is to place a given number of monitors so that the maximum radius is minimized (denoted as \( \text{limit}_{\text{num.min.Rmax}} \) clustering). This problem is known as the minimum \( K \)-center problem [51]. We use the algorithm in [54] to achieve an approximation
within a factor of 2 in $O(NK)$ time, where $N$ is the number of end hosts, and $K$ is the number of clusters. More formally, find the minimum $K$, such that there is a set $N^I \subset N$ with $|N^I| = K$ and $\forall h \in N, \exists c_h \in N^I$ such that distance$(h, c_h) \leq d$.

**Clustering to optimize the average case (the average radius)**

We formulate the clustering problem that minimizes the sum of intra-cluster distance as follows. Given $N$ points, we select $K$ of them to be centers, and assign each point $j$ to the closest center. If point $j$ is assigned to center $i$, we incur a cost $c_{ij}$, where $c_{ij}$ is the correlation distance between point $i$ and $j$. The goal is to select $K$ centers so as to minimize the sum of assignment costs (denoted as $\text{limit\_num\_minDistSum}$ clustering). This is an NP-hard minimum $K$-median problem. We use a 4-approximation algorithm with running time of $O(N^3)$ [22].

**7.2.3 Distance Estimation**

We need to consider congestion estimation for accurate latency estimation. Congestion is not common - our analysis of one-week NLANR 105 million ping measurements shows that only 0.96% of probes were congested (see the definition of congestion in Chapter 7.3.2). Of these, about 20% happen at the last mile. We infer that a node has last mile congestion when the majority ($> 90\%$) of its measurements are simultaneously congested. The rest of the congestion exhibits strong spatial correlation, which suggests that a few congested links dominate the end-to-end congestion. Currently, we examine congestion estimation without any knowledge of network topology, and apply a conservative heuristic to Iso-bar, which estimates the distance between host $i$ and $j$ as follows.

- $i$ and $j$ belong to the same cluster with monitor $m$. If either $\text{path}(m, i)$ or $\text{path}(m, j)$ is congested, report $\text{path}(i, j)$ as congested. Otherwise, $\text{predicted\_dist}(i, j) = (\text{dist}(m, i) + \text{dist}(m, j))/2$.
- $i$ belongs to cluster of monitor $m_i$ and $j$ belongs to the cluster of $m_j$. If one of $\text{path}(m_i, i)$, $\text{path}(m_i, m_j)$, and $\text{path}(m_j, j)$ is congested, report $\text{path}(i, j)$ as congested. Otherwise $\text{predicted\_dist}(i, j) = \text{dist}(m_i, m_j)$. Note that $\text{path}(m_i, i)$ and $\text{path}(m_j, j)$ are used for monitoring of last mile congestion, and they are not included in the latency estimation of normal cases.

To reduce false positive congestion alerts, each monitor checks whether it has last mile congestion. If so, the monitor will not use its measurements for congestion inference.

Evaluation based on real Internet measurements show that with only 15 monitors for 106 widely dispersed sites, Iso-bar can capture 78% of congestion with a 32% false positive ratio (Chapter 7.4). This suggests that the monitoring paths used by Iso-bar encompass most of the congested links. However, such congestion estimation accuracy is by no means satisfactory. In the next Chapter, we will discuss how to have good loss rate estimation, though at a bit more expensive measurement cost ($O(N \log N)$ amount of measurements instead of $O(K^2 + N)$ here).
Figure 7.2: CDF of 06/25/01 daily minimum RTT on between each pair of NLANR AMP hosts

Note that we need many more inter-cluster estimates than intra-cluster estimates. For example, given N hosts evenly divided into K clusters, and considering all pairs of hosts for distance estimation, the ratio of inter-cluster estimates to intra-cluster estimates will be approximately K – 1.

7.2.4 Measurement Traffic

The measurement traffic of Iso-bar is negligible compared with other normal traffic in a P2P system. Given K clusters, N hosts, and measurement frequency f, the total number of measurement packets is \( f \times (K^2 + N) \). FastTrack, a very popular P2P system, has 2 million unique IP addresses per day, and most of them have less than 15 minutes on-time. Its total daily traffic is 1.78TB [118]. Assume Iso-bar has 1000 clusters for such a system, and uses 32-byte UDP packet to measure RTT every minute, the total measurement traffic is \( (2M + 1K^2) \times 15 \times (32B \times 2) = 2.9GB \), around 0.16% of total normal traffic.

7.3 Evaluation Methodology

7.3.1 Internet Measurement Data

We evaluate the performance of different schemes for distance estimation using the real Internet measurement data from the National Laboratory of Applied Network Research (NLANR) Active Measurement Project (AMP) data [85]. The RTT was measured by ICMP packets in the NLANR traces. There are 119 sites participating in the NLANR AMP project, each of which uses a dedicated machine to measure the RTT between itself and the other participating sites by sending ICMP packets. Measurements are made every minute, resulting in a total of 1440 measurements for each day. We collected one month of raw data (6/25/01 to 7/24/01), and one day of more recent data (12/6/01). After filtering out sites with incomplete measurements, we have 106 hosts (i.e., \( N = 106 \) in our experiments) and a total of 15 million measurements each day. Figure 7.2 shows the cumulative distribution function (CDF) of minimum RTT between every pair of hosts.
To have more accurate latency estimation through ping measurement, we use a sliding window of 10 samples, and choose the minimum RTT value in the sliding window as the latency sample. If all the 10 ping measurements are lost \(^1\), we denote the latency sample as "lost". Based on one day's trace, we compute the geometric mean \(^2\) of all latency samples between every pair of sites \(i\) and \(j\) as \(\text{net\_dist}(i,j)\), and use them for clustering or coordinate calculation in GNP. We refer to this day as the birth date. We then use the raw measurements of a future day to evaluate the estimation accuracy from each technique. The future day is referred as the estimation date.

### 7.3.2 Estimation Accuracy Metric

At each window slot, we define the measurement to be congested if 1) the latency sample is lost; or 2) the latency sample \(> (\text{geometric mean} \times \text{geometric standard deviation})\). The geometric mean and geometric standard deviation are calculated based on the measurements of birth date. With the techniques in Chapter 7.2.3, we examine the amount of real congestion captured and the false positive ratio, i.e., \(\frac{\text{number of false positives}}{\text{total congested measurements reported}}\).

For uncongested latency samples, the following relative prediction error defined in [136] is applied as a measure for estimation accuracy:

\[
\text{relative error} = \text{Avg}[[\log_2(\frac{\text{predicted distance}}{\text{measured distance}})]]
\]

where \(\text{Avg}\) refers to the average value computed over each of the measurement events (i.e., 1440 in the NLANR daily traces except the congested samples). Both the predicted distance and measured distance are latency samples. The relative error reflects how much the estimation deviates from the target value.

Given different estimation techniques, the predicted distance could be either static or dynamic (see Chapter 7.3.3).

GNP is not scalable enough for online update of the coordinates. Therefore we use each site's coordinates obtained from the birth date for distance estimation. For any pair of hosts \(i\) and \(j\), the same estimated value is used consistently as predicted distance when we calculate the daily relative error.

For Iso-bar, we assume the monitors actively measuring the distance among themselves, as well as to the other hosts in its cluster. We use these measurements to predict the distance between clients as in Chapter 7.2.3.

### 7.3.3 Analysis of Estimation Accuracy

#### Static analysis

For static analysis, we use the measurement data of the same day both for offline setup (clustering or coordinates computation) and for online estimation. That is, the birth date and the estimation date are the same. This will help give a sense of the absolute accuracy of each estimation technique without temporal variation.

---

\(^1\) Each ping sends at most 4 ICMP packets over 4 seconds before it reports a loss.

\(^2\) We use the geometric mean because Internet distance measurements obey a heavy-tailed distribution, as do our datasets.
Stability analysis

It is even more interesting to examine how well estimations derived from a single day’s data perform over multiple time intervals. We evaluate the stability of various distance estimation schemes over a six-month period. The birth date is 06/25/01, and the estimation dates are 6/25/01 - 7/01/01, 7/8/01, 7/24/01, and 12/06/01, respectively.

7.4 Evaluation Results

In this section, we first describe different Internet distance estimation techniques to be used for comparison, and then evaluate the sensitivity of Iso-bar with varying number of landmarks. Finally, we present the accuracy and stability of various estimation schemes.

7.4.1 Internet Distance Estimation Techniques Evaluated

We compare four distance estimation schemes:

- Omniscient approach
- GNP
• Clustering with network distance vector (Iso-bar)
  
  – Using Euclidean distance (Net_sim)
  
  – Using vector similarity (Net_vsim)

• Clustering with network proximity

The omniscient approach makes distance estimation based on complete knowledge of every pair-wise distance on the birth date. It estimates the distance between any pair of hosts as the geometric mean of the actual latency samples on the birth date. For a fair comparison, We use 15 landmarks (in 7 dimensions as configured in [83]) for GNP and 15 clusters for clustering approaches. For GNP, we ran five experiments, choosing random landmarks each time, and present the one with the best results.

For Iso-bar approaches, clustering based on Net_sim slightly outperforms Net_vsim, as shown in Figure 7.3). So we only use Net_sim, and refer it as Iso-bar hereafter.

7.4.2 Iso-bar Sensitivity to Different Number of Landmarks

In this section, we examine how dependent clustering performance is on the number of landmarks. Our approach is to compare the performance of Iso-bar (limit, num, minDistSum) when the number of randomly-chosen landmarks $M$ varies from 6 to 106. Simulation shows they differ by less than 5% in terms of prediction accuracy (Figure 7.4). This suggests that only a small number of landmarks is sufficient. Unlike GNP, the landmarks are used for initial clustering only (see Chapter 7.2.1). We use 15 landmarks for the remaining experiments.

7.4.3 Results of Estimation Accuracy and Stability

We first present results on latency estimation when there is no congestion, then show the congestion estimation performance of clustering-based dynamic monitoring systems.

Normal latency estimation

For uncongested latency samples, Figure 7.5 shows the CDF of the relative errors for both static and stability analysis. The stability results for daily, weekly and monthly intervals are very close to the static results. Figure 7.6 shows the amount of relative errors that are below the 90th percentile, and how they change over time. In this metric, a lower value represents a higher level of accuracy. Most methods are relatively stable, except the omniscient scheme and GNP. Both of them have scalability problems for continuous update of the distance estimation. Thus unlike the clustering-based approaches, we do not update their distance estimation.

We make the following observations. First, estimation based on the omniscient approach gives the highest accuracy of all the estimation dates. We believe this represents an underlying stability in the current Internet. Whether the stability is applicable to other parts of Internet in general needs further verification. However, as a static estimation
Figure 7.4: Sensitivity of Internet Iso-bar to various number of landmarks: static (top) and stability analysis (bottom).
Figure 7.5: Cumulative Distribution Function (CDF) of relative prediction errors for both static analysis and stability analysis (6-monthly interval)
scheme, the omniscient approach can not report any congestion information. Furthermore, it requires the full \( N \times N \) network distance matrix, and is thus not scalable. Note that the omniscient approach does not achieve perfect accuracy when it is used to estimate distance on the actual birth date, because the distance estimate between any pair of hosts is the geometric mean of latency samples obtained during the whole day. The error reflects the amount of fluctuation in RTT within a day.

Second, GNP and Iso-bar (\textit{limit_num_minDistSum}) have similar performance, only a little bit worse than the omniscient scheme. This implies that GNP provides a very accurate estimate when the underlying data set is stable. However, GNP requires all hosts to constantly measure distance to the landmarks for online monitoring, which is impractical. Thus it cannot report timely congestion information.

Third, the network distance similarity based clustering performs much better than the network proximity based clustering, which is used in IDMaps [51] and Network Distance Maps [127].

Finally, it is interesting to see that geographical distance proximity based clustering performs better than network distance proximity based clustering. This may be because most sites in our experimental data set are educational and research institutes, and they are connected by the same backbone: Internet2. The correlation between geographical distance and network distance need to be further verified. Previous work has indicated that estimation techniques based on geographic distance in general results in poor accuracy [83].

**Congestion/failure estimation**

During the week of 06/25/01 to 07/01/01, there are averagely 148K congested measurements per day, and Iso-bar (\textit{limit_num_minDistSum}) captures 78\% of congestion with a 32\% false positive ratio. Clustering with network proximity captures 75\% of congestion with a 44\% false positive ratio. Note that given 15 monitors, the measurement overhead is \((15 \times 14 + 106 - 15)\), which is less than 3\% of RON measurement cost \((106 \times 105)\).
7.5 Summary

In summary, in this chapter, we propose a clustering-based overlay latency monitoring service, the Internet Iso-bar. In contrast to traditional network or geographical proximity based clustering, Iso-bar groups hosts based on the similarity of their perceived distance to a small number of landmarks. Evaluation based on real Internet measurements show that Iso-bar has small online measurement overhead, and high latency estimation accuracy and stability, comparable to the best known work, GNP. Unlike static estimation systems like GNP, Iso-bar can also detect the majority of congestion/failures in real time with certain false positive.

The congestion/failure detection accuracy is reasonable for non-mission-critical applications, such as P2P file sharing, but probably not acceptable for applications that demand high availability, like Virtual Private Network (VPN). In the next chapter, we will introduce a tomography-based monitoring service which provides accurate congestion/failure estimation with a bit more measurement overhead than Iso-bar ($O(N \log N)$ amount of measurements instead of $O(K^2 + N)$, but still much less than $O(N^2)$).
Chapter 8

TOM: A Tomography-based Overlay Monitoring System

8.1 Introduction

In the previous chapter, we presented a scalable and accurate overlay latency monitoring system, Internet Iso-bar. In this chapter, we will focus on loss rate estimation for congestion and failure monitoring. Consider an overlay network of \( n \) end hosts; we define a path to be a routing path between a pair of end hosts, and a link to be an IP link between routers. A path is a concatenation of links. There are \( O(n^2) \) paths among the \( n \) end hosts, and we wish to select a minimal subset of paths to monitor so that the loss rates and latencies of all other paths can be inferred. The loss rates are used to estimate the congestion/failures on the overlay paths.

To this end, we propose a tomography-based overlay network monitoring system in which we selectively monitor a basis set of \( k \) paths (typically \( k \ll n^2 \)). Any end-to-end path can be written as a unique linear combination of paths in the basis set. Consequently, by monitoring loss rates for the paths in the basis set, we infer loss rates for all end-to-end paths. This can also be extended to other additive metrics, such as latency. The end-to-end path loss rates can be computed even when the paths contain unidentifiable links for which loss rates cannot be computed. We provide an intuitive picture of this characterization process in terms of virtual links.

Although congestion outbursts within seconds are hard to detect and bypass, the delay in Internet inter-domain path failovers averages over three minutes [69]. Our loss rate estimation will filter out measurement noise with smoothing techniques, such as exponentially-weighted moving average (EWMA), and detect these path failovers quickly to have applications circumvent them.

Network tomography has been extensively studied ([36] provides a good survey). Most existing systems assume that limited measurement information is available (often in a multicast tree-like structure), and they try to infer the characteristics of the links [1, 2, 18, 92] or shared congestion [114] in the middle of the network. In many cases, these inferences are restricted due to limited measurement and the irregularity of Internet topologies. They are facing a fundamentally under-constrained system (as the unidentifi-
able links in Chapter 8.2). Thus the inferences are only of statistical meanings, and no hard guarantee.

In contrast, we do not care about the characteristics of individual links. Furthermore, we do not have any restriction on the paths to measure. Our goal is to selectively measure a small subset of paths so that we can infer the loss rates of all other paths.

Our key observation is that \( k \) grows relatively slowly as a function of \( n \). The dimension \( k \) is bounded by the number of links in the subgraph induced by the routing paths. In an Internet-like topology with a power-law degree distribution, there are \( O(N) \) links, where \( N \) is the total number of end hosts in the network. This is because a small number of nodes have high degree and the links between them are heavily used [47]. Consequently, if \( n = O(N) \), then \( k < O(n) \). However, even when \( n \ll N \), the moderately hierarchical structure of the network causes many routing paths to overlap [126], so that the number of links in the routing path subgraph grows much slower than \( O(n^2) \). Our extensive study of both synthetic and real Internet topologies suggests that for a randomly selected subset of \( n \) end hosts, \( k \) grows like \( O(n \log n) \) when \( n \) is sufficiently large (say 100).

In addition, we design efficient algorithms to adapt to topology changes (such as end host join/leave and routing changes), distributes measurement load evenly across the end hosts, and handle topology measurement errors.

Both simulation and PlanetLab [102] experiments results show that we achieve high accuracy when estimating path loss rates with \( O(n \log n) \) measurements. For the PlanetLab experiments, the average absolute error of loss rate estimation is only 0.0027, and the average error factor is 1.1, although about 10% of the paths have no or incomplete routing information. The average setup (monitoring path selection) time is 0.75 second, and the online update of the loss rates for all 2550 paths takes only 0.16 second. In addition, we adapt to topology changes within seconds without sacrificing accuracy. The measurement load balancing reduces the load variation and the maximum vs. mean load ratio significantly, by up to a factor of 7.3.

The rest of the chapter is organized as follows. We describe our model and basic theory in Chapter 8.2 and present the basic algorithms in Chapter 8.3. We extend the algorithms to adapt to topology changes in Chapter 8.4, and to handle overloading and topology measurement errors in Chapter 8.5. The methodology and results of simulation are described in Chapter 8.6, and those of real Internet experiments are presented in Chapter 8.7. Finally, we discuss the generalization of our framework in Chapter 8.8 and conclude in Chapter 8.9.

8.2 The Algebraic Model and Scalability Analysis

In this section, we develop the model for tomography-based overlay monitoring.

Given \( n \) end hosts to be monitored, we assume that they belong to an overlay network (such as a virtual private network), or that they cooperate to share the monitoring services. Thus, we can measure the routing topology and loss rate of any path. The end hosts are under the control of a central authority (e.g., an overlay network operation center (ONOC)) to measure the topology and loss rates of paths, though in the future we plan to investigate techniques to distribute the work of the central authority.
For simplicity, we mostly assume symmetric routing and un-directional links in the chapter. But our techniques work without changes for asymmetric routing, as used in the Internet experiments. Figure 8.1 shows an example where there are four end hosts on the overlay network. There are six paths and four links. The end hosts measure the topology and report to the ONOC, which selects four paths and instruments two of the end hosts to measure the loss rates of the four paths. The end hosts periodically report the loss rates measured to the ONOC. Then the ONOC infers the loss rates of every link, and consequently the loss rates of the other two paths. Applications can query the ONOC for the loss rate of any path, or they can set up triggers to receive alerts when the loss rates of paths of interest exceed a certain threshold.

The path loss rates can be measured by either passive observation of normal traffic to estimate packet drop rate [92] or active measurement. The measurements of selected paths do not have to be taken at exactly the same time because Zhang, et al. report that the loss rate remains operationally stable in the time scale of an hour [136]. The network topology can be measured via traceroute or other advanced tools [56, 35]. We discuss topology changes in Chapter 8.4.

8.2.1 Theory and Notations

Suppose an overlay network spans \( s \) IP links. We represent a path by a column vector \( v \in \{0,1\}^s \), where the \( j \)th entry \( v_j \) is one if link \( j \) is part of the path, and zero otherwise. Suppose link \( j \) drops packets with probability \( l_j \); then the probability \( p \) of packet loss on the path represented by \( v \) is given by

\[
1 - p = \prod_{j=1}^{s} (1 - l_j)^{v_j} \tag{8.1}
\]

By taking logarithms on both sides of (8.1), we have

\[
\log (1 - p) = \sum_{j=1}^{s} v_j \log (1 - l_j) \tag{8.2}
\]

If we define a column vector \( x \in \mathbb{R}^s \) with elements \( x_j := \log (1 - l_j) \), and write \( v^T \) for the row vector which is the transpose of \( v \), we can rewrite (8.2) in the following dot product form:

\[
\log (1 - p) = \sum_{j=1}^{s} v_j x_j = v^T x \tag{8.3}
\]
<table>
<thead>
<tr>
<th>Symbols</th>
<th>Meanings</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>total number of nodes</td>
</tr>
<tr>
<td>$N$</td>
<td>number of end hosts</td>
</tr>
<tr>
<td>$n$</td>
<td>number of end hosts on the overlay</td>
</tr>
<tr>
<td>$r = O(n^2)$</td>
<td>number of end-to-end paths</td>
</tr>
<tr>
<td>$s$</td>
<td># of IP links that the overlay spans on</td>
</tr>
<tr>
<td>$t$</td>
<td>number of identifiable links</td>
</tr>
<tr>
<td>$G \in {0,1}^{r \times s}$</td>
<td>original path matrix</td>
</tr>
<tr>
<td>$G \in {0,1}^{k \times s}$</td>
<td>reduced path matrix</td>
</tr>
<tr>
<td>$k \leq s$</td>
<td>rank of $G$</td>
</tr>
<tr>
<td>$l_i$</td>
<td>loss rate on $i$th link</td>
</tr>
<tr>
<td>$p_i$</td>
<td>loss rate on $i$th measurement path</td>
</tr>
<tr>
<td>$x_i$</td>
<td>$\log(1-l_i)$</td>
</tr>
<tr>
<td>$b_i$</td>
<td>$\log(1-p_i)$</td>
</tr>
<tr>
<td>$v$</td>
<td>vector in ${0,1}^s$ (represents path)</td>
</tr>
<tr>
<td>$p$</td>
<td>loss rate along a path</td>
</tr>
<tr>
<td>$\mathcal{N}(G)$</td>
<td>null space of $G$</td>
</tr>
<tr>
<td>$\mathcal{R}(G^t)$</td>
<td>row(path) space of $G$ ($= range(G^t)$)</td>
</tr>
</tbody>
</table>

Table 8.1: Table of notations

Considering all $r = O(n^2)$ paths in the overlay network, there are $r$ linear equations of the form (8.3). Putting them together, we form a rectangular matrix $G \in \{0,1\}^{r \times s}$ to represent these paths. Each row of $G$ represents a path in the network: $G_{ij} = 1$ when path $i$ contains link $j$, and $G_{ij} = 0$ otherwise. Let $p_i$ be the probability of packet loss during transmission on the $i$th path, and let $b \in \mathbb{R}^r$ be a column vector with elements $b_i := \log(1-p_i)$. Then we write the system of equations relating the link losses to path losses as

$$Gx = b \quad (8.4)$$

In general, the measurement matrix $G$ may be rank deficient: i.e., $k = \text{rank}(G)$ and $k < s$. If $G$ is rank deficient, we will be unable to determine the loss rate of some links from (8.4). We call these links \textit{unidentifiable} as in [18].

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{sample_overlay_network.png}
\caption{Sample overlay network.}
\end{figure}
We illustrate how rank deficiency can occur in Figure 8.2. There are three end hosts (A, B, and C) on the overlay, three links (1, 2 and 3) and three paths between the end hosts. Because links 1 and 2 always appear together, their individual loss rates cannot be computed from the measurements. For example, suppose that \( x_1 + x_2 = b_1 = -0.06 \) and \( x_3 = b_2 = -0.01 \). We know that \( x_1 = -0.03 + \alpha \) and \( x_2 = -0.03 - \alpha \) for some \( \alpha \), but the value of \( \alpha \) cannot be determined from the end-to-end measurements. The set of vectors \( \alpha [1 \quad -1 \quad 0]^T \) which are not defined by (8.4) can be added to \( x \) without affecting \( b \). This set of vectors is the null space of \( G \).

To separate the identifiable and unidentifiable components of \( x \), we write \( x \) as \( x = x_G + x_N \), where \( x_G \in \mathcal{R}(G^T) \) is in the row space of \( G \) and \( x_N \in \mathcal{N}(G) \) is in the orthogonal null space of \( G \) (i.e. \( Gx_N = 0 \)). The vector \( x_G \) contains all the information we can know from (8.4) and the path measurements. For instance, we can determine \( x_1 + x_2 \) in Figure 8.2, but not \( x_1 - x_2 \). Intuitively, links 1 and 2 together form a single virtual link with an identifiable loss rate \( x_1 + x_2 \). All end-to-end paths can be written in terms of such virtual links, as we describe in more details in Chapter 8.2.3. So \( x_G \) involves all the links, while \( x_N \) only involves unidentifiable links. The decomposition of \( x \) for the sample overlay network is shown below.

\[
x_G = \frac{(x_1 + x_2)}{2} \begin{bmatrix} 1 \\ 1 \\ 0 \end{bmatrix} + x_3 \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} = \begin{bmatrix} b_1/2 \\ b_1/2 \\ b_2 \end{bmatrix}
\]

(8.5)

\[
x_N = \frac{(x_1 - x_2)}{2} \begin{bmatrix} 1 \\ -1 \\ 0 \end{bmatrix}
\]

(8.6)

Because \( x_G \) lies in the \( k \)-dimensional space \( \mathcal{R}(G^T) \), only \( k \) independent equations of the \( r \) equations in (8.4) are needed to uniquely identify \( x_G \). By measuring \( k \) independent paths, we can compute \( x_G \). Since \( b = Gx = Gx_G + Gx_N = Gx_G \), we can compute all elements of \( b \) from \( x_G \), and thus obtain the loss rate of all other paths. For example, in Figure 8.2, we only need to measure \( b_1 \) and \( b_2 \) to compute \( x_G \), from which we can calculate \( b_3 \). Detailed algorithms are described in Chapter 8.3.

### 8.2.2 Scalability Analysis

In this section, we will examine asymptotically how big \( k \) is in terms of \( n \).

**Theorem 1** Given a power-law degree network topology of \( M \) nodes, the frequency \( f_d \) of nodes with outdegree \( d \) is proportional to \( d^c \), where \( c \) is the outdegree exponent constant (i.e., \( f_d \propto d^c \)). With \( d \geq 1 \) and \( c < -2 \) (as found in [47]), the number of end hosts \( N \) is at least \( M/2 \).

**Proof:** Given that the power-law distribution topology has out-degree exponent: the frequency \( f_d \) of an outdegree \( d \) is proportional to the outdegree to the power of a constant, i.e., \( f_d = N d^c \), where \( N \) is the proportion constant. Assume that end hosts have degree 1, then the number of end hosts is \( N \).
If $c < -1$, then

$$M = N \sum_{d=1}^{M-1} d^c$$

(8.7)

$$\leq N \left(1 + \int_1^{M-1} x^c \, dx\right)$$

(8.8)

$$\leq N \left(1 + \int_1^{\infty} x^c \, dx\right)$$

(8.9)

$$= N \left(1 - \frac{1}{1+c}\right)$$

(8.10)

$$= N \frac{c}{1+c}$$

(8.11)

Therefore, the fraction $\frac{N}{M}$ is at least $\frac{1+c}{c} = 1 + \frac{1}{c}$. If $c \leq -2$ then $\frac{N}{M} \geq \frac{1}{2}$.

This theorem also follows the intuition that the number of end hosts should be more than the number of routers in the Internet.

Meanwhile, Faloutsos, et al. prove that such a topology has only $O(M)$ links (Lemma 2 in [47]). Combining the two facts, given $N$ end hosts, there are at most $O(N)$ links in the topology. Thus, if the majority of the end hosts are on the overlay network ($n = O(N)$), the dimension of $\mathcal{R}(G^r)$ is $O(n)$.

What about if only a small portion of the end hosts are on the overlay? Tangmunarunkit, et al. found that the power-law degree Internet topology has moderate hierarchy due to the heavy-tailed degree distribution [126]. Because $G$ is an $r$ by $s$ matrix, $k$ is bounded by the number of links $s$. If it is strict hierarchy like a tree, $s = O(n)$, thus $k = O(n)$. But if there is no hierarchy at all (e.g., clique), $k = O(n^2)$ because all the $O(n^2)$ paths are linearly independent. Moderate hierarchy should fall in between. We found that for reasonably large $n$ (e.g., 100), $k = O(n \log n)$.

We run linear regression tests of our hypothesis on both synthetic and real topologies. We experiment with three types of BRITE router-level topologies: Barabasi-Albert, Waxman and hierarchical models, as well as a real router level topology with 284,805 nodes [56]. For hierarchical topologies, BRITE first generates an autonomous system (AS) level topology with a Barabasi-Albert model or a Waxman model. Then for each AS, BRITE generates the router-level topologies with another Barabasi-Albert model or Waxman model. So there are four types of possible topologies, and they all have the same trend for regression. We just show the results of AS-level Barabasi-Albert model and router-level Waxman model as the representative. For simplicity, we only compute an upper bound on $k$ for the real topology. We prune nodes and links that are not on the overlay paths, and collapse linear link chains with no branches into one link, then we count the number of links as the upper bound.

We randomly select end hosts, which has the least degree, to form an overlay network. We fit linear regression of $k$ on $O(n)$, $O(n \log n)$, $O(n^{1.25})$, $O(n^{1.5})$, and $O(n^{1.75})$. As shown in Figure 8.3, results for each type of topology are averaged over three runs with different topologies for synthetic ones and with different random sets of end hosts for the real one. We find that for Barabasi-Albert, Waxman and real topologies, $O(n)$ regression has
Figure 8.3: Regression of $k$ in various functions of $n$ under different router-level topologies. Top: Barabasi-Albert model of 20K nodes (left), and Waxman model of 10K nodes (right). Bottom: hierarchical model of 20K nodes (left) and a real topology of 284K routers (right).
the least residual errors, while for a hierarchical model, \( O(n \log n) \) fits best. Conservatively speaking, we have \( k = O(n \log n) \).

### 8.2.3 Intuition through Virtual Links

In Chapter 8.2.1, we explain in algebraic terms how to compute all end-to-end path loss rates from only \( k \) path measurements. Our actual computations are based completely on this algebraic picture; however, these formulas may not seem intuitive. We now describe a more intuitive picture using the notion of virtual links. The key idea is that although the loss rates of some individual links are uncomputable (unidentifiable links), each of them is covered by some path segment whose loss rate is computable, and the loss rates of these path segments are sufficient to compute the path loss rates in which we are interested.

We choose a minimal set of such path segments that can fully describe all end-to-end paths, and refer to them as virtual links. If a link is identifiable, the link itself is a virtual link.

Figure 8.4 illustrates some examples. In the top figure, the virtual link is a concatenation of two sequential physical links as we discussed before. In the middle figure, there are three links, but only two paths traverse these links. Thus, \( \text{rank}(G) = 2 \) and none of the links are identifiable. In the bottom figure, there are four links, and a total of four paths traversing them. But the four paths are linearly dependent, so \( \text{rank}(G) = 3 \), and none of the link loss rate are computable. We can use any three out of the four paths as virtual links, and the other one can be linearly represented by the virtual links. For example, path 4' can be described as virtual links 2+3-1.

Since the dimension of \( \mathcal{R}(G^T) \) is \( k \), the minimum number of virtual links which
can fully describe \( \mathcal{R}(G^T) \) is also \( k \). \( x_G \) is a linear combination of the vectors representing the virtual links. Since virtual links are identifiable, \( x_G \) is also computable. From \( x_G \), we can compute the loss rates of all end-to-end paths as we can do with virtual links.

### 8.3 Basic Algorithms

In this section, we describe basic static algorithms. We will present the dynamic algorithms for topology changes in the next section.

#### 8.3.1 Selecting Measurement Paths

To characterize all \( O(n^2) \) end-to-end paths, we monitor \( k \) linearly independent end-to-end paths and form a reduced system

\[
\tilde{G}x_G = \tilde{b}
\]

where \( \tilde{G} \in \{0,1\}^{k \times s} \) and \( \tilde{b} \in \mathbb{R}^k \) consist of \( k \) rows of \( G \) and \( b \), respectively. Linearly independent sets of rows and columns in rank-deficient problems are usually computed using rank-revealing decompositions [53]. For a dense \( r \) by \( s \) matrix with rank \( k \), common rank-revealing decompositions include Gaussian elimination with complete pivoting (as used in [119]), QR with column pivoting, and the singular value decomposition (SVD). The former two cost \( O(rks) \), and the SVD costs \( O(rs^2) \). Our \( G \) matrix is very sparse; that is, there are only a few non-zeros per row. Rank-revealing decompositions for many sparse problems can be computed much more quickly than in the dense case. However, the exact cost depends strongly on the structure of the problem, and efficient computation rank-revealing decompositions of sparse matrices is an open area of research [76], [100].

We select rows using Algorithm 8, which is a variant of the QR procedure [53, p.223]. The procedure incrementally builds a decomposition

\[
\tilde{G}^T = QR
\]

where \( Q \in \mathbb{R}^{s \times k} \) is a matrix with orthonormal columns and \( R \in \mathbb{R}^{k \times k} \) is upper triangular. We do not store \( Q \) explicitly; instead, we write \( Q \) as \( R^{-1}\tilde{G}^T \). The idea is the same as the classical Gram-Schmidt algorithm: as each row is inspected, we subtract off any components in the space spanned by the previous rows, so that the remainder is orthogonal to all previous rows. If the remainder is zero, then the row was linearly dependent upon the previous rows; otherwise, we extend the factorization.

In practice, we use a variant of Algorithm 8 which uses optimized routines from the LAPACK library [6] and inspects several rows at a time. The time complexity of processing each vector is dominated by the solution of a triangular system to compute \( \tilde{R}_{12} \), which costs \( O(k^2) \). The total cost of the algorithm is \( O(rk^2) \) and the constant in the bound is modest (see the running time results in Chapter 8.6.4 and 8.7.2). The memory cost is roughly \( k^2/2 \) single-precision floating point numbers for storing the \( R \) factor.

When \( k \) exceeds 10000 the \( O(k^2) \) memory requirement becomes too onerous. We note that dense factorization methods may still be feasible if the number of overlay end-hosts is small or if we relax our original problem statement.
procedure SelectPath(G)
for every row v in G do
  \( \hat{R}_{12} = R^{-T}\hat{G}v^T = Q^Tv^T \)
  \( \hat{R}_{22} = \|v\|^2 - \|\hat{R}_{12}\|^2 \)
  if \( \hat{R}_{22} \neq 0 \) then
    Mark v as a measurement path
    \( \hat{G} = \begin{bmatrix} \hat{G} \\ v \end{bmatrix} \)
    \( R = \begin{bmatrix} R & \hat{R}_{12} \\ 0 & \hat{R}_{22} \end{bmatrix} \)
  end
end

Algorithm 8: Path (Row) Selection Algorithm

8.3.2 Path Loss Calculations

The QR decomposition which we use to select measurement paths is also used to compute a solution to the underdetermined system (8.12). To choose a unique solution \( x_G \) to \( \hat{G}x_G = \hat{b} \), we impose the additional constraint that \( x_G = \hat{G}^Ty \). We can then compute
\[
  y = R^{-1}R^{-T}\hat{b} \\
  x_G = \hat{G}^Ty
\]

This is a standard method for finding the minimum norm solution to an underdetermined system (see [53], [42]). Once we have computed \( x_G \), we can compute \( \hat{b} = Gx_G \), and from there infer the loss rates of the remaining paths. The dominant cost in the computation is the solution of two triangular linear systems for \( y \), which only costs \( O(k^2) \) and is much smaller than that of the measurement path selection. Thus we can update loss rate estimates online, as verified in Chapters 8.6.4 and 8.7.2.

8.4 Dynamic Algorithms for Topology Changes

During normal operation, new links may appear or disappear, routing paths between end hosts may change, and hosts may enter or exit the overlay network. These changes may cause rows or columns to be added to or removed from \( G \), or entries in \( G \) may change. In this section, we design efficient algorithms to incrementally adapt to these changes.

8.4.1 Path Additions and Deletions

The basic building blocks for topology updates are path additions and deletions. We have already handled path additions in Algorithm 8; adding a path \( v \) during an update is no different than adding a path \( v \) during the initial scan of \( G \). In both cases, we decide whether to add \( v \) to \( \hat{G} \) and update \( R \).
To delete a path that is not in \( \tilde{G} \) is trivial; we just remove it from \( G \). But to remove a path from \( \tilde{G} \) is more complicated. We need to update \( \tilde{R} \); this can be done in \( O(k^2) \) time by standard algorithms (see e.g. Algorithm 3.4 in [123, p.338]). In general, we may then need to replace the deleted path with another measurement path. Finding a replacement path, or deciding that no such path is needed, can be done by re-scanning the rows of \( G \) as in Algorithm 8; however, this would take time \( O(k^2) \).

\[
\text{procedure DeletePath}(v, G, \tilde{G}, R) \\
1 \text{ if deleted path } v \text{ is measured then} \\
2 \quad j = \text{index of } v \text{ in } \tilde{G} \\
3 \quad y = \tilde{G}^T R^{-1} R^{-T} e_j \\
4 \quad \text{Remove } v \text{ from } G \text{ and } \tilde{G} \\
5 \quad \text{Update } R \text{ (Algorithm 3.4 in [123, p.338])} \\
6 \quad r = Gy \\
7 \quad \text{if } \exists \ i \text{ such that } r_i \neq 0 \text{ then} \\
8 \quad \quad \text{Add the } i\text{th path from } G \text{ to } \tilde{G} \text{ (Algorithm 8, steps 2-7)} \\
9 \quad \text{end} \\
10 \quad \text{end} \\
11 \text{else Remove } v \text{ from } G \\
\]

**Algorithm 9:** Path deletion algorithm

We now describe Algorithm 9 to delete a path \( v \) more efficiently. Suppose \( v \) corresponds to the \( i \)th row in \( \tilde{G} \) and the \( j \)th row in \( G \), we define \( \tilde{G}' \in \mathbb{R}^{(k-1) \times s} \) as the measurement path matrix after deleting the \( i \)th row, and \( G' \in \mathbb{R}^{(r-1) \times s} \) as the path matrix after removing the \( j \)th row. By deleting \( v \) from \( \tilde{G} \), we reduce the dimension of \( \tilde{G} \) from \( k \) to \( k-1 \). Intuitively, our algorithm works in the following two steps.

1. Find a vector \( y \) that only describes the direction removed by deleting the \( i \)th row of \( \tilde{G} \).

2. Test if the path space of \( G' \) is orthogonal to that direction, i.e., find whether there is any path \( p \in G' \) that has a non-zero component on that direction. If not, no replacement path is needed. Otherwise, replace \( v \) with any of such path \( p \), and update the QR decomposition.

Next, we describe how each step is implemented. To find \( y \) which is in the path space of \( \tilde{G} \) but not of \( \tilde{G}' \), we solve the linear system \( \tilde{G} y = e_i \), where \( e_i \) is the vector of all zeros except for a one in entry \( i \). This system is similar to the linear system we solved to find \( x_G \), and one solution is \( y = \tilde{G}^T R^{-1} R^{-T} e_i \).

Once we have computed \( y \), we compute \( r = G'y \), where \( G' \) is the updated \( G \) matrix. Because we chose \( y \) to make \( \tilde{G}' y = 0 \), all the elements of \( r \) corresponding to selected rows are zero. Paths such that \( r_j \neq 0 \) are guaranteed to be independent of \( \tilde{G}' \), since if row \( j \) of \( G \) could be written as \( w^T \tilde{G}' \) for some \( w \), then \( r_j \) would be \( w^T \tilde{G}' y = 0 \). If all elements of \( r \) are zero, then \( y \) is a null vector for all of \( G' \); in this case, the dimension \( k' \) of the row space of \( G' \) is \( k-1 \), and we do not need to replace the deleted measurement path. Otherwise, we can find any \( j \) such that \( r_j \neq 0 \) and add the \( j \)th path to \( \tilde{G}' \) to replace the deleted path.
Take the overlay network in Figure 8.2 for example, suppose $\tilde{G}$ is composed of the paths $AB$ and $BC$, i.e., $\tilde{G} = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 1 & 1 \end{bmatrix}$. Then we delete path $BC$, $\tilde{G}' = [1 \ 1 \ 0]^T$ and $G' = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix}$. Applying Algorithm 9, we have $y = [0 \ 0 \ 1]^T$ and $r = [0 \ 1]^T$. Thus the second path in $G'$, $AC$, should be added to $\tilde{G}'$. If we view such path deletion with the geometry of the linear system, the path space of $G'$ remains as a plane in Figure 8.2, but $\tilde{G}'$ only has one dimension of the path space left, so we need to add $AC$ to $\tilde{G}'$.

When deleting a path used in $\tilde{G}$, the factor $R$ can be updated in $O(k^2)$ time. To find a replacement row, we need to compute a sparse matrix-vector product involving $G$, which takes $O(n^2 \times $ (average path length))$ operations. Since most routing paths are short, the dominant cost will typically be the update of $R$. So the complexity of Algorithm 9 is $O(k^2)$.

### 8.4.2 End hosts Join/Leave the Overlay

To add an end host $h$, we use Algorithm 8 to scan all the new paths from $h$, for a cost of $O(nk^2)$. However, to delete an end host $h$, to simply use Algorithm 9 to delete each path involving $h$ is not efficient. These paths are often dependent to each other. Thus deleting one path from $\tilde{G}$ often causes adding another to-be-removed path into $\tilde{G}$. To avoid that, we remove all these paths from $G$ first, then use the updated $G$ in Algorithm 9 to remove each $h$-related path in $\tilde{G}$. Each path in $\tilde{G}$ can be removed in $O(k^2)$ time; the total cost of end host deletion is then at most $O(nk^2)$.

### 8.4.3 Routing Changes

In the network, routing changes or link failures can affect multiple paths in $G$. Most Internet paths remain stable over days [97]. So we can incrementally measure the topology to detect changes. Each end host measures the paths to all other end hosts daily, and for each end host, such measurement load can be evenly distributed throughout the day.

For each link, we keep a list of the paths that traverse it. If any path is reported as changed for certain link(s), we will examine all other paths that go through those link(s) because it is highly likely that those paths can change their routes as well. We use Algorithms 8 and 9 to incrementally incorporate each path change.

### 8.5 Other Practical Issues

To further improve the scalability and accuracy, we need to have good load balancing, handle topology measurement errors, and to be robust to monitoring node failures, as discussed in this section.
8.5.1 Measurement Load Balancing

To avoid overloading any single node or its access link, we evenly distribute the measurements among the end hosts. We randomly reorder the paths in $G$ before scanning them for selection in Algorithm 8. Since each path has equal probability to be selected for monitoring, the measurement load on each end host is similar. Note any basis set generated from Algorithm 8 is sufficient to describe all paths $G$. Thus the load balancing has no effect on the loss rate estimation accuracy.

8.5.2 Handling Topology Measurement Errors

Because our goal is to estimate the end-to-end path loss rate instead of any interior link loss rate, we can handle certain topology measurement inaccuracies, such as incomplete routing information and poor router alias resolution.

For completely untraceable paths, we add a direct link between the source and the destination. In our system, these paths will become selected paths for monitoring. For paths that only give partial routes, we add links from where the normal route becomes unavailable (e.g., self loops or displaying "* * *" in traceroute), to where the normal route resumes or to the destination if such anomalies persist to the end. For instance, if the measured route is $(src, ip_1, "* * *"; ip_2, dest)$, the path is composed of three links: $(src \ ip_1), (ip_1, ip_2)$, and $(ip_2, dest)$. By treating the untraceable path (segment) as a normal link, the resulting topology is equivalent to the one with complete routing information for calculating the path loss rates.

For topologies with router aliases which may present one physical link as several links, we do not really have to resolve these aliases. At worst, our failure to recognize the links as the same will result in a few more path measurements because the rank of $G$ is higher. For these links, their corresponding entries in $x_G$ will be assigned similar values because they are actually a single link. Thus the path loss rate estimation accuracy is not affected, as verified by Internet experiments in Chapter 8.7.

8.5.3 Robustness and Real-time Response

There are some scenarios such that the overlay monitoring system can fail to provide real-time loss rate estimation for some paths. This can happen when a routing change is just detected, or the measurement node(s) crash, or some node(s) just join or leave the overlay network. Before we incrementally set up new measurement path(s) and collect results, for a short period, there are some paths for which we can not compute loss rates. However, we can still return bounds on the computed loss rate (see Chapter 8.8). For example, we can check whether all the links on the incomputable path are covered by $G$, and if so, yield an upper bound (though possibly a pessimistic one) quickly. Furthermore, such bounds may be already sufficient for some applications.
<table>
<thead>
<tr>
<th># of nodes</th>
<th># of end hosts total</th>
<th>OL(n)</th>
<th># of paths(r)</th>
<th># of links original</th>
<th>rank (k)</th>
<th>MPR (k/r)</th>
<th>lossy paths (Bernoulli)</th>
<th>lossy paths (Gilbert)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>real coverage</td>
<td>FP</td>
</tr>
<tr>
<td>1000</td>
<td>50</td>
<td>1225</td>
<td></td>
<td>1997</td>
<td>443</td>
<td>275</td>
<td>22%</td>
<td>437</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4950</td>
<td></td>
<td></td>
<td>791</td>
<td>543</td>
<td>11%</td>
<td>2073</td>
</tr>
<tr>
<td>5000</td>
<td>2489</td>
<td>9997</td>
<td></td>
<td></td>
<td>1615</td>
<td>929</td>
<td>19%</td>
<td>2271</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4950</td>
<td></td>
<td></td>
<td>3797</td>
<td>2541</td>
<td>6%</td>
<td>19952</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>44850</td>
<td></td>
<td></td>
<td>2613</td>
<td>1318</td>
<td>27%</td>
<td>2738</td>
</tr>
<tr>
<td>20000</td>
<td>10003</td>
<td>39997</td>
<td></td>
<td></td>
<td>11245</td>
<td>6755</td>
<td>5%</td>
<td>67810</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4950</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>real coverage</td>
<td>FP</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>1225</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.1%</td>
<td>579</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4950</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.6%</td>
<td>2539</td>
</tr>
<tr>
<td>5000</td>
<td>1680</td>
<td>10000</td>
<td></td>
<td></td>
<td>2996</td>
<td>1771</td>
<td>36%</td>
<td>3067</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4950</td>
<td></td>
<td></td>
<td>6263</td>
<td>4563</td>
<td>10%</td>
<td>29135</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>44850</td>
<td></td>
<td></td>
<td>5438</td>
<td>2606</td>
<td>53%</td>
<td>3735</td>
</tr>
<tr>
<td>20000</td>
<td>6750</td>
<td>40000</td>
<td></td>
<td></td>
<td>20621</td>
<td>13769</td>
<td>11%</td>
<td>93049</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4950</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>92821</td>
<td>99.1%</td>
</tr>
<tr>
<td>1000</td>
<td>312</td>
<td>1225</td>
<td></td>
<td>2017</td>
<td>441</td>
<td>216</td>
<td>18%</td>
<td>1034</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4950</td>
<td></td>
<td></td>
<td>796</td>
<td>481</td>
<td>10%</td>
<td>4207</td>
</tr>
<tr>
<td>5000</td>
<td>1608</td>
<td>10047</td>
<td></td>
<td></td>
<td>1300</td>
<td>526</td>
<td>11%</td>
<td>4688</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4950</td>
<td></td>
<td></td>
<td>3076</td>
<td>1787</td>
<td>4%</td>
<td>42331</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>44850</td>
<td></td>
<td></td>
<td>2034</td>
<td>613</td>
<td>12%</td>
<td>4847</td>
</tr>
<tr>
<td>20000</td>
<td>6624</td>
<td>40077</td>
<td></td>
<td></td>
<td>7460</td>
<td>3995</td>
<td>3%</td>
<td>122108</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4950</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>121935</td>
<td>99.9%</td>
</tr>
</tbody>
</table>

Table 8.2: Simulation results for three types of BRITE router topologies: Barabási-Albert (top), Waxman (middle) and hierarchical model (bottom). OL gives the number of end hosts on the overlay network. AP shows the number of links after pruning, where pruning removes the nodes and links that are not on the overlay paths. MPR is the monitored path ratio between our scheme and the pair-wise scheme. FP is the false positive rate.
<table>
<thead>
<tr>
<th># of end hosts on overlay (n)</th>
<th># of paths(r)</th>
<th># of links after pruning</th>
<th>rank (k)</th>
<th>MPR (k/r)</th>
<th>lossy paths (Bernoulli)</th>
<th>lossy paths (Gilbert)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>real</td>
<td>coverage</td>
</tr>
<tr>
<td>50</td>
<td>1225</td>
<td>2098</td>
<td>1017</td>
<td>83%</td>
<td>891</td>
<td>99.7%</td>
</tr>
<tr>
<td>100</td>
<td>4950</td>
<td>5413</td>
<td>3193</td>
<td>65%</td>
<td>3570</td>
<td>98.7%</td>
</tr>
<tr>
<td>200</td>
<td>19900</td>
<td>12218</td>
<td>8306</td>
<td>42%</td>
<td>14152</td>
<td>97.9%</td>
</tr>
</tbody>
</table>

Table 8.3: Simulation results for a real router topology. MPR and FP are defined the same as in Table 8.2.

<table>
<thead>
<tr>
<th># of nodes (n)</th>
<th>OL size</th>
<th>Barabasi-Albert model</th>
<th>hierarchical model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CV</td>
<td>sender</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LB</td>
<td>NLB</td>
</tr>
<tr>
<td>1000</td>
<td>50</td>
<td>0.62</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.61</td>
<td>1.42</td>
</tr>
<tr>
<td>5000</td>
<td>100</td>
<td>0.44</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.52</td>
<td>1.59</td>
</tr>
<tr>
<td>20000</td>
<td>100</td>
<td>0.36</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.52</td>
<td>1.36</td>
</tr>
</tbody>
</table>

Table 8.4: Measurement load (as sender or receiver) distribution for various BRITE topologies. OL Size is the number of end hosts on overlay. "LB" means with load balancing, and "NLB" means without load balancing.
8.6 Evaluation

In this section, we present our evaluation metrics, simulation methodology and simulation results.

8.6.1 Metrics

The metrics include path loss rate estimation accuracy, variation of measurement loads among the end hosts, and speed of setup, update, and topology change adaptation.

To compare the inferred loss rate $\hat{p}$ with real loss rate $p$, we analyze both absolute error and error factor. The absolute error is $|p - \hat{p}|$. We adopt the error factor $F_\varepsilon(p, \hat{p})$ defined in [18] as follows:

$$
F_\varepsilon(p, \hat{p}) = \max \left\{ \frac{\hat{p}(\varepsilon)}{p(\varepsilon)}, \frac{p(\varepsilon)}{\hat{p}(\varepsilon)} \right\}
$$

(8.14)

where $p(\varepsilon) = \max(\varepsilon, p)$ and $\hat{p}(\varepsilon) = \max(\varepsilon, \hat{p})$. Thus, $p$ and $\hat{p}$ are treated as no less than $\varepsilon$, and then the error factor is the maximum ratio, upwards or downwards, by which they differ. We use the default value $\varepsilon = 0.001$ as in [18]. If the estimation is perfect, the error factor is one.

Furthermore, we classify a path to be lossy if its loss rate exceeds 5%, which is the threshold between “tolerable loss” and “serious loss” as defined in [186]. We report the true number of lossy paths, the percentage of real lossy paths identified (coverage) and the false positive rate, all averaged over five runs of experiment for each configuration.

There are two types of measurement load: 1) sending probes, and 2) receiving probes and computing loss rates. The load reflects the CPU and uplink/downlink bandwidth consumption. For each end host $h$, its measurement load is linearly proportional to, and thus denoted by the number of monitored paths with $h$ as sender/receiver. Then we compute its variation across end hosts in terms of the coefficient of variation (CV) and the maximum vs. mean ratio (MMR), for sending load and receiving load separately. The CV of a distribution $x$, defined as below, is a standard metric for measuring inequality of $x$, while the MMR checks if there is any single node whose load is significantly higher than the average load.

$$
CV(x) = \frac{\text{standard deviation}(x)}{\text{mean}(x)}
$$

(8.15)

The simulations only consider undirected links, so for each monitored path, we randomly select one end host as sender and the other as receiver. This is applied to all simulations with or without load balancing.

8.6.2 Simulation Methodology

We consider the following dimensions for simulation.

- Topology type: three types of synthetic topologies from BRITE (see Chapter 8.6.3) and a real router-level topology from [56]. All the hierarchical models have similar results, we just use Barabasi-Albert at the AS level and Waxman at the router level as the representative.
• Topology size: the number of nodes ranges from 1000 to 20000 \(^1\). Note that the node count includes both internal nodes (i.e., routers) and end hosts.

• Fraction of end hosts on the overlay network: we define end hosts to be the nodes with the least degree. Then we randomly choose from 10% to 50% of end hosts to be on the overlay network. This gives us pessimistic results because other distributions of end hosts will probably have more sharing of the routing paths among them. We prune the graphs to remove the nodes and links that are not referenced by any path on the overlay network.

• Link loss rate distribution: 90% of the links are classified as “good” and the rest as “bad”. We use two different models for assigning loss rate to links as in [92]. In the first model (\(LLRD_1\)), the loss rate for good links is selected uniformly at random in the 0-1% range and that for bad links is chosen in the 5-10% range. In the second model (\(LLRD_2\)), the loss rate ranges for good and bad links are 0-1% and 1-100% respectively. Given space limitations, most results are under model \(LLRD_1\) except for Chapter 8.6.4.

• Loss model: After assigning each link a loss rate, we use either a Bernoulli or a Gilbert model to simulate the loss processes at each link. For a Bernoulli model, each packet traversing a link is dropped at independently fixed probability as the loss rate of the link. For a Gilbert model, the link fluctuates between a good state (no packet dropped) and a bad state (all packets dropped). According to Paxson’s observed measurement of Internet [96], the probability of remaining in bad state is set to be 35% as in [92]. Thus, the Gilbert model is more likely to generate bursty losses than the Bernoulli model. The other state transition probabilities are selected so that the average loss rates matches the loss rate assigned to the link.

We repeat our experiments five times for each simulation configuration unless denoted otherwise, where each repetition has a new topology and new loss rate assignments. The path loss rate is simulated based on the transmission of 10000 packets. Using the loss rates of selected paths as input, we compute \(x_C\), then the loss rates of all other paths.

8.6.3 Results for Different Topologies

For all topologies in Chapter 8.6.2, we achieve high loss rate estimation accuracy. Results for the Bernoulli and the Gilbert models are similar. Since the Gilbert loss model is more realistic, we plot the cumulative distribution functions (CDFs) of absolute errors and error factors with the Gilbert model in Figure 8.5. For all the configurations, the absolute errors are less than 0.008 and the error factors are less than 1.18. Waxman topologies have similar results, and we omit them in the interest of space.

The lossy path inference results are shown in Table 8.2. Notice that \(k\) is much smaller than the number of IP links that the overlay network spans, which means that there are many IP links whose loss rates are unidentifiable. Although different topologies have similar asymptotic regression trend for \(k\) as \(O(n \log n)\), they have different constants.

\(^1\)20000 is the largest topology we can simulate on a 1.5GHz Pentium 4 machine with 512M memory.
Figure 8.5: Cumulative distribution of absolute errors (left) and error factors (right) under Gilbert loss model for various topologies.
<table>
<thead>
<tr>
<th># of nodes</th>
<th># of end hosts</th>
<th>lossy paths (Gilbert)</th>
<th>speed (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>506 total</td>
<td>50 overlay real</td>
<td>50 overlay real coverage FP setup update</td>
</tr>
<tr>
<td></td>
<td>495 real coverage</td>
<td>1.1%</td>
<td>0.13 0.08</td>
</tr>
<tr>
<td></td>
<td>1989 real coverage</td>
<td>3.0%</td>
<td>0.91 0.17</td>
</tr>
<tr>
<td>5000</td>
<td>2489 total</td>
<td>100 overlay real</td>
<td>100 overlay real coverage FP setup update</td>
</tr>
<tr>
<td></td>
<td>2367 real coverage</td>
<td>3.5%</td>
<td>1.98 0.22</td>
</tr>
<tr>
<td></td>
<td>21696 real coverage</td>
<td>1.4%</td>
<td>79.0 1.89</td>
</tr>
<tr>
<td>20000</td>
<td>10000 total</td>
<td>100 overlay real</td>
<td>100 overlay real coverage FP setup update</td>
</tr>
<tr>
<td></td>
<td>2686 real coverage</td>
<td>1.1%</td>
<td>3.00 0.25</td>
</tr>
<tr>
<td></td>
<td>67817 real coverage</td>
<td>4.6%</td>
<td>1250 4.33</td>
</tr>
</tbody>
</table>

Table 8.5: Simulation results with model LLRD$_2$. Use the same Barabasi-Albert topologies as in Table 8.2. Refer to Table 8.2 for statistics like rank. FP is the false positive rate.

For an overlay network with given number of end hosts, the more IP links it spans on, the bigger $k$ is. We found that Waxman topologies have the largest $k$ among all synthetic topologies. For all configurations, the lossy path coverage is more than 96% and the false positive ratio is less than 8%. Many of the false positives and false negatives are caused by small estimation errors for paths with loss rates near the 5% threshold.

We also test our algorithms in the 284,805-node real router-level topology from [56]. There are 65,801 end host routers and 860,683 links. We get the same trend of results as illustrated in Figure 8.5 and Table 8.3. The CDFs include all the path estimates, including the monitored paths for which we know the real loss rates. Given the same number of end hosts, the ranks in the real topology are higher than those of the synthetic ones. But as we find in Chapter 8.2.2, the growth of $k$ is still in the range of $O(n)$.

### 8.6.4 Results for Different Link Loss Rate Distribution and Running Time

We have also run all the simulations above with model LLRD$_2$. The loss rate estimation is a bit less accurate than it is under LLRD$_1$, but we still find over 95% of the lossy paths with a false positive rate under 10%. Given space limitations, we only show the lossy path inference with the Barabasi-Albert topology model and the Gilbert loss model in Table 8.5.

The running time for LLRD$_1$ and LLRD$_2$ are similar, as in Table 8.5. All speed results in this paper are based on a 1.5 GHz Pentium 4 machine with 512M memory. Note that it takes about 20 minutes to setup (select the measurement paths) for an overlay of 500 end hosts, but only several seconds for an overlay of size 100. The update (loss rate calculation) time is small for all cases, only 4.3 seconds for 124,750 paths. Thus it is feasible to update online.

### 8.6.5 Results for Measurement Load Balancing

We examine the measurement load distribution for both synthetic and real topologies, and the results are shown in Table 8.4. Given the space constraints, we only show the results for Barabasi-Albert and hierarchical model. Our load balancing scheme reduces CV and MMR substantially for all cases, and especially for MMR. For instance, a 500-node
overlay on a 20000-node network of Barabasi-Albert model has its MMR reduced by 7.3 times.

We further plot the histogram of measurement load distribution by putting the load values of each node into 10 equally spaced bins, and counting the number of nodes in each bin as y-axis. The x-axis denotes the center of each bin, as illustrated in Figure 8.6. With load balancing, the histogram roughly follow the normal distribution. In contrast, the histogram without load balancing is close to an exponential distribution. Note that the y-axis in this plot is logarithmic: an empty bar means that the bin contains one member, and 0.1 means the bin is empty.

![Histogram of measurement load distribution](image)

(a) with load balancing

(b) without load balancing

Figure 8.6: Histogram of the measurement load distribution (as sender) for an overlay of 300 end hosts on a 5000-node Barabasi-Albert topology.

### 8.6.6 Results for Topology Changes

We study two common scenarios in P2P and overlay networks: end hosts joining and leaving as well as routing changes. Again, the Bernoulli and the Gilbert models have similar results, thus we only show those of the Gilbert model.

#### End hosts join/leave

<table>
<thead>
<tr>
<th># of end hosts</th>
<th># of paths</th>
<th>rank</th>
<th>lossy paths</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>real</td>
</tr>
<tr>
<td>40</td>
<td>780</td>
<td>616</td>
<td>470</td>
</tr>
<tr>
<td>+5 (45)</td>
<td>+210 (990)</td>
<td>+221 (837)</td>
<td>+153 (623)</td>
</tr>
<tr>
<td>+5 (50)</td>
<td>+235 (1225)</td>
<td>+160 (997)</td>
<td>+172 (795)</td>
</tr>
</tbody>
</table>

Table 8.6: Simulation results for adding end hosts on a real router topology. FP is the false positive rate. Denoted as “+added_value (total_value)”.

For the real router topology, we start with an overlay network of 40 random end hosts. Then we randomly add an end host to join the overlay, and repeat the process until the size of the overlay reaches 45 and 50. Averaged over three runs, the results in Table 8.6 show that there is no obvious accuracy degradation caused by accumulated numerical errors.
Table 8.7: Simulation results for deleting end hosts on a real router topology. FP is the false positive rate. Denoted as “-reduced_value (total_value)”.

The average running time for adding a path is 125 msec, and for adding a node, 1.18 second. Notice that we add a block of paths together to speedup adding node (Chapter 8.3).

Similarly, for removing end hosts, we start with an overlay network of 60 random end hosts, then randomly select an end host to delete from the overlay, and repeat the process until the size of the overlay is reduced to 55 and 50. Again, the accumulated numerical error is negligible as shown in Table 8.7. As shown in Chapter 8.4, deleting a path in $\tilde{G}$ is much more complicated than adding a path. With the same machine, the average time for deleting a path is 445 msec, and for deleting a node, 16.9 seconds. We note that the current implementation is not optimized: we can speed up node deletion by processing several paths simultaneously, and we can speed up path addition and deletion with iterative methods such as CGNE or GMRES [10]. Since the time to add/delete a path is $O(k^2)$, and to add/delete a node is $O(nk^2)$, we expect our updating scheme to be substantially faster than the $O(n^2k^2)$ cost of re-initialization for larger $n$.

Routing changes

We form an overlay network with 50 random end hosts on the real router topology. Then we simulate topology changes by randomly choosing a link that is on some path of the overlay and removing of such a link will not cause disconnection for any pair of overlay end hosts. Then we assume that the link is broken, and re-route the affected path(s). Algorithms in Chapter 8.4 incrementally incorporate each path change. Averaged over three runs, results in Table 8.8 show that we adapt quickly, and still have accurate path loss rate estimation.

Table 8.8: Simulation results for removing a link from a real router topology.
8.7 Internet Experiments

We implemented our system on the PlanetLab [102] testbed. In this section, we present the experimental results from the implementation.

8.7.1 Methodology

We choose 51 PlanetLab hosts, each from a different organization as shown in Table 8.9. All the international PlanetLab hosts are universities.

<table>
<thead>
<tr>
<th>Areas and Domains</th>
<th># of hosts</th>
</tr>
</thead>
<tbody>
<tr>
<td>US (40)</td>
<td></td>
</tr>
<tr>
<td>.edu</td>
<td>33</td>
</tr>
<tr>
<td>.org</td>
<td>3</td>
</tr>
<tr>
<td>.net</td>
<td>2</td>
</tr>
<tr>
<td>.gov</td>
<td>1</td>
</tr>
<tr>
<td>.us</td>
<td>1</td>
</tr>
<tr>
<td>International (11)</td>
<td></td>
</tr>
<tr>
<td>Europe (6)</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>1</td>
</tr>
<tr>
<td>Sweden</td>
<td>1</td>
</tr>
<tr>
<td>Denmark</td>
<td>1</td>
</tr>
<tr>
<td>Germany</td>
<td>1</td>
</tr>
<tr>
<td>UK</td>
<td>2</td>
</tr>
<tr>
<td>Asia (2)</td>
<td></td>
</tr>
<tr>
<td>Taiwan</td>
<td>1</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>1</td>
</tr>
<tr>
<td>Canada</td>
<td>2</td>
</tr>
<tr>
<td>Australia</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.9: Distribution of PlanetLab hosts for experiments.

First, we measure the topology among these sites by simultaneously running “traceroute” to find the paths from each host to all others. Each host saves its destination IP addresses for sending measurement packets later. Then we measure the loss rates between every pair of hosts. Our measurement consists of 300 trials, each of which lasts 300 msec. During a trial, each host sends a 40-byte UDP packet 2 to every other host. Usually the hosts will finish sending before the 300 msec trial is finished. For each path, the receiver counts the number of packets received out of 300 to calculate the loss rate.

To prevent any host from receiving too many packets simultaneously, each host sends packets to other hosts in a different random order. Furthermore, any single host uses a different permutation in each trial so that each destination has equal opportunity to be sent later in each trial, because when sending packets in a batch, the packets sent later are more likely to be dropped. Such random permutations are pre-generated by each host. To ensure that all hosts in the network take measurements at the same time, we set up sender and receiver daemons, then use a well-connected server to broadcast a “START” command.

---

20-byte IP header + 8-byte UDP header + 12-byte data on sequence number and sending time.
Will the probing traffic itself cause losses? We did sensitivity analysis on sending frequency as shown in Figure 8.7. All experiments were executed between 1am-3am PDT June 24, 2003, when most networks are free. The traffic rate from or to each host is \((51 - 1) \times \text{sending}_f\text{req} \times 40\) bytes/sec. The number of lossy paths does not change much when the sending rate varies, except when the sending rate is over 12.8Mbps, since many servers can not sustain that sending rate. We choose a 300 msec sending interval to collect loss rate statistics quickly but with moderate bandwidth consumption.

![Bandwidth consumption (Kbps)](image)

**Figure 8.7:** Sensitivity test of sending frequency

Note that the experiments above use \(O(n^2)\) measurements so that we can compare the real loss rates with our inferred loss rates. In fact, our technique only requires \(O(n \log n)\) measurements. Thus, given good load balancing, each host only needs to send to \(O(\log n)\) hosts. Even for an overlay network of 400 random end hosts on the real topology of 284K nodes that we used before, \(k = 18668\). If we reduce the measurement frequency to one trial per second, the traffic consumption for each host is \(18668/400 \times 40\) bytes/sec = 14.9Kbps, which is typically less than 5% of the bandwidth of today's "broadband" Internet links. We can use adaptive measurement techniques in [40] to further reduce the overheads.

### 8.7.2 Results

From June 24 to June 27, 2003, we ran the experiments 100 times, mostly during peak hours 9am - 6pm PDT. Each experiment generates \(51 \times 50 \times 300 = 765K\) UDP packets, totaling 76.5M packets for all experiments. We run the loss rate measurements three to four times every hour, and run the pair-wise tracertoute every two hours. Across the 100 runs, the average number of selected monitoring paths (\(\hat{G}\)) is 871.9, about one third of total number of end-to-end paths, 2550. Table 8.10 shows the loss rate distribution on all the paths of the 100 runs. About 96% of the paths are non-lossy. Among the lossy paths, most of the loss rates are less than 0.5. Though we try to choose stable nodes for experiments, about 25% of the lossy paths have 100% losses and are likely caused by node failures or other reachability problems as discussed in Chapter 8.7.2.
Table 8.10: Loss rate distribution: lossy vs. non-lossy and the sub-percentage of lossy paths.

Accuracy and speed

When identifying the lossy paths (loss rates > 0.05), the average coverage is 95.6% and the average false positive rate is 2.75%. Figure 8.8 shows the CDFs for the coverage and the false positive rate. Notice that 40 runs have 100% coverage and 90 runs have coverage over 85%. 58 runs have no false positives and 90 runs have false positive rates less than 10%. 

Figure 8.8: Cumulative percentage of the coverage and the false positive rates for lossy path inference in the 100 experiments.

As in the simulations, many of the false positives and false negatives absolute error across the 100 runs is only 0.0027 for all paths, and 0.0058 for lossy paths. We pick the run with the worst accuracy in coverage (69.2%), and plot the CDFs of absolute errors and error factors in Figure 8.9. Since we only use 300 packets to measure the loss rate, the loss rate precision granularity is 0.0033, so we use $\varepsilon = 0.005$ for error factor calculation. The average error factor is only 1.1 for all paths.

Even for the worst case, 95% of absolute errors in loss rate estimation are less than 0.014, and 95% of error factors are less than 2.1. To further view the overall statistics, we pick 95 percentile of absolute errors and error factors in each run, and plot the CDFs on those metrics. The results are shown in Figure 8.10. Notice that 90 runs have the 95 percentile of absolute errors less than 0.0133, and 90 runs have the 95 percentile of error factors less than 2.0.

The average running time for selecting monitoring paths based on topology measurement is 0.75 second, and for loss rate calculation of all 2550 paths is 0.16 second.

In short, we achieve high accuracy for loss rate estimation in real time with both Internet experiments and simulations.
Figure 8.9: Cumulative percentage of the absolute errors and error factors for the experiment with the worst accuracy in coverage.

Figure 8.10: Cumulative percentage of the 95 percentile of absolute errors and error factors for the 100 experiments.
Topology error tolerance

The limitation of traceroute, which we use to measure the topology among the end hosts, led to many topology measurement inaccuracies. As found in [122], many of the routers on the paths among PlanetLab nodes have aliases. We did not use sophisticated techniques to resolve these aliases. Thus, the topology we have is far from accurate. But we are still able to get good results as above.

Some nodes were down, or were unreachable from certain nodes. For instance, planetlab1.ipls.internet2.planet-lab.org, planetlab2.sttl.internet2.planet-lab.org, and planet2.berkeley.intel-research.net often cannot reach uw1.accretive-dsl.nodes.planet-lab.org, while other nodes can. Meanwhile, some routers are hidden and we only get partial routing paths. Averaging over 14 sets of traceroutes, 245 out of 51 × 50 = 2550 paths have no or incomplete routing information. The accurate loss rate estimation results show that the technique is robust against topology measurement errors.

8.8 Discussion

In this section, we generalize our framework to infer the path loss rate bound when we have only restricted measurements.

We note that, in addition to the equations (8.4), the unknown \( x_j \) must satisfy the inequalities \( x_j \leq 0 \). While we do not make use of them in our current work, these inequalities can be used in conjunction with (8.4) to bound failure probabilities, both from below and from above. For example, the loss probability \( l_j \) is bounded above by the loss probability of the least lossy path that includes link \( j \). More generally, we have the following theorem:

**Theorem 2** Let \( v \in \{0, 1\}^n \) represent a network path with loss probability \( p \), and let \( w = G^T c \) for some \( c \in \mathbb{R} \) (i.e., \( w \in \mathcal{R}(G^T) \)). Then

1. If \( v \leq w \) elementwise, then \( \log(1 - p) \geq c^T b \)
2. If \( v \geq w \) elementwise, then \( \log(1 - p) \leq c^T b \)

**Proof:** In the first case, \( v \leq w \) so that \( v - w \leq 0 \) elementwise. Since \( x \leq 0 \) elementwise, \( (v - w)^T x \geq 0 \), or \( v^T x \geq w^T x \). We know \( \log(1 - p) = v^T x \) from (8.3), and \( w^T x = c^T G x = c^T b \). By substitution, we have \( \log(1 - p) \geq c^T b \). The second case is nearly identical.

In principle, we can compute good upper and lower bounds on path loss rates by solving two linear programming problems:

1. Maximize \( c^T u \) subject to \( G^T c_a \geq v \),
2. Minimize \( c^T b \) subject to \( G^T a \leq v \).

Then \( 1 - \exp(c^T u) \leq p \leq 1 - \exp(c^T b) \). When \( v \in \mathcal{R}(G^T) \), we have \( v = G^T c_a = G^T c_t \), and the bound is tight. While this approach seems to offer bounds on path loss probabilities that are possibly optimal given the measured data, we have not yet applied the technique in practice.
8.9 Summary

In this chapter, we present a tomography-based overlay network loss rate monitoring system. For an overlay of \( n \) end hosts, the space of \( O(n^2) \) paths can be characterized by a basis of \( O(n \log n) \) paths. We selectively monitor these basis paths, then use the measurements to infer the loss rates of all other paths. Our approach updates the path loss rate estimation in real time, offers fast adaptation to topology changes, distributes balanced load to end hosts, and handles topology measurement errors. Both simulation and real Internet implementation show promising results.

Internet Iso-bar and TOM form the overlay network monitoring services for SCAN as in Figure 1.2. How does CDN benefit from such monitoring services? In the next chapter, we present a case study for live media streaming.
Chapter 9

Case Study: Streaming Media over A Monitoring-based Adaptive Overlay Network

Streaming delivery of media is an important technology behind applications such as Internet video conferencing and streaming playback. Traditional streaming media systems treat the underlying network as a best-effort black box, and adaptations are performed at the transmission end-points. In this chapter, we design, implement and evaluate an adaptive live streaming media system that leverages scalable monitoring services (such as Internet Iso-bar and TOM) for real-time path congestion/failure information, and an overlay network for adaptive packet relaying and buffering within the delivery infrastructure. Specifically, streaming clients in our system employ overlay routing to bypass faulty or slow links and re-establish new connection to streaming servers. We introduce a buffering technique in the overlay network to enable retransmission of lost packets during path switching, resulting in skip-free playback for live content. Using PlanetLab for Internet testbed, we show that in many cases, overlay routing can achieve lower loss rate and/or higher TCP throughput. Our PlanetLab experiments also show that our system can typically adapt to network congestion in less than five seconds, and effectively achieve skip-free streaming media playback.

For the rest of this chapter, we will first survey existing streaming media technologies in Chapter 9.1, then the diversity of overlay paths in Chapter 9.2, followed by the design and implementation of monitoring-based adaptive overlay streaming media in Chapter 9.3. Finally, we presented our evaluation methodology and results in Chapter 9.4.

9.1 Streaming Media Technologies

Streaming media applications typically require sustained network performance in terms of throughput, packet loss, and even latency for interactive applications. In contrast, the Internet provides unpredictable and time-varying service. To address the mismatch in transport requirements, many techniques have been developed and are employed by existing streaming systems. We classify the techniques into three main categories: source-coding,
end-point adaptation, and infrastructure support. These techniques are complementary to the proposed adaptive overlay scheme, and can be employed in conjunction.

9.1.1 Source-coding

Video streaming is significantly more challenging than audio streaming due to the higher bit-rate and higher error-sensitivity of video data. Nevertheless, great progress has been made in video compression technology to reduce the transmission bandwidth of video. In particular, MPEG-4 enables video streaming services to wireless devices and is the basis of streaming service in third generation (3G) cellular systems [46]. More recently, H.264 [131] has been standardized and represents significant compression improvement over MPEG-4. Scalable video compression is a technology suitable for time-varying environments, and both MPEG-2 and MPEG-4 have scalable compression mode. However, due to compression performance and complexity issues, scalable compression has not been widely deployed in streaming systems today. Besides better compression efficiency, newer compression standards also handle losses better. In particular, MPEG-4 has an error-resilience feature that targets transport in both packet-erasure and bit-error channels [57].

9.1.2 End-point Adaptation

To adapt to a time-varying channel, streaming systems typically employs adaptations at the transmission end-points. Specifically, for live events, time-varying network throughput can be accommodated by adaptively adjusting the quality of the video being produced. For stored media, current streaming solutions typically employed an adaptive switching technique under which multiple copies of the same content at different bit-rates are stored. The transmission end then adaptively switches, in mid-stream, to a copy with bit-rate commensurate with prevalent network conditions. The technique has been labelled SureStream by RealNetworks® [109] and Intelligent Streaming by Microsoft® [78]. In terms of time-varying losses, many end-point adaptive techniques that employs forward error correction (FEC) and retransmissions have been proposed, including unequal error protection, where FEC is differentially applied to different parts of video data with different error-sensitivity [19]. Live streams can further benefit from client feedback information to avoid using lost frames for predictive coding of future frames. This scheme is sometimes known as Reference Picture Selection in H.263 and H.264 literature [131].

9.1.3 Infrastructure Support

Similar to data delivery, the advent of CDN technology in the Internet has improved media streaming via edge caching. The use of multiple paths for streaming in a CDN context has been investigated for the purposes of increased throughput [84] and avoiding burst losses [7]. However, none of the work address how to find multiple paths without sharing bottleneck or correlated failures.
9.2 Path Improvement with Overlay Routing

End-to-end route selection schemes have been shown effective to improve today's IP routing. Detour project found that for 30-80% of paths, there is an alternate overlay path with significantly superior quality in terms of round-trip time, loss rate and bandwidth [115]. However, for most of their datasets, they did not measure all paths simultaneously, nor do they measure all hops on a single synthetic paths simultaneously. Instead, they rely on long-term time averages of each metric of path quality. In [40], Anderson, et al. studied the loss rate, latency and TCP throughput improvement on an overlay network of only 12 - 16 nodes, and found that about 5% of samples have significant improvement (i.e., loss rate reduction by 0.05 and double throughput). But they uses bi-directional measurements and take the half as uni-directional performance which is not accurate for asymmetric routing and asymmetric link performance [34].

In this section, we revisit the overlay routing enhancement with improved measurements on a globally distributed overlay network of 51 nodes. We use the same PlanetLab measurement data as in Chapter 8.7. Note that for each set of measurements, the uni-directional loss rates and round-trip time for all pair of paths are measured simultaneously, and all overlay paths are measured.

We study the performance improvement achieved through single-node relay on the overlay network. For each path $(src \to dest)$ considered, we find the overlay path $(src \to relay \to dest)$ that gives most performance improvement. The performance of overlay path is computed with the formulas below. $lr$ stands for loss rate and $tp$ stands for throughput.

\[
lr_{\text{overlay}} = 1 - (1 - lr(src \to relay))(1 - lr(relay \to dest)) \quad (9.1)
\]
\[
tp_{\text{overlay}} = \min(tp(src \to relay), tp(relay \to dest)) \quad (9.2)
\]

9.2.1 Loss Rate Improvement

In a total of $2550 \times 100 = 255,000$ path measurements, 10,980 (or 4.1%) are lossy \(^1\). Among them, 5,705 paths (52.0%) have loss rate reduced by 0.05 or more and 3,084 paths (28.1%) change from lossy to non-lossy.

9.2.2 TCP Throughput Improvement

For simplicity, we use the formula from [40] as below to estimate the TCP throughput.

\[
\text{throughput} = \frac{\sqrt{1.5}}{rtt \times \sqrt{\text{loss rate}}} \quad (9.3)
\]

where $rtt$ is the round-trip time and $\text{loss rate}$ is the uni-directional loss rate of the path. It provides a good estimation of the path throughput for a wide range of loss rate [91].

Among the 255,000 path measurements, 60,320 paths (24%) have non-zero loss rate, and thus computable throughput. When the loss rate is 1.0, the path is disconnected,

\(^1\)See the definition of lossy path in Chapter 8.7.
so we set the throughput to be zero. Note that most paths with small bandwidth has non-zero loss rates. So this subset covers most of the paths of which the throughput can be improved.

Since we only consider a subset of the possible overlay paths (24%), the performance improvement below is a conservative estimation. Still, the results are very encouraging. Among the 60,320 path measurements, 32,939 (54.6%) paths have improved throughput, and 13,734 (22.8%) paths have throughput which is doubled or more.

9.3 Monitoring-based Adaptive Overlay Streaming Media

Inspired by the effectiveness of overlay routing performance improvement, we propose an adaptive overlay network for streaming media that incorporates two important features. First, adaptive overlay routing is performed to bypass, in mid-session, link congestion and failure. Rather than conforming to degrading throughput or loss as many existing systems do, our adaptive overlay routing scheme can effectively and actively improve the quality of the delivery path. Second, to assist smooth or skip-free playback at the client, we employ an efficient buffering scheme in the overlay nodes so that packets transmitted during the overlay path switching time can be transmitted at a later time. Since streaming clients typically have 10 to 15 seconds of buffer time before playback starts, skip-free playback is possible if path switching takes less than 10 seconds, as we shall demonstrate in Chapter 9.4. Note that our techniques are orthogonal to the previous work in Chapter 9.1.

9.3.1 Architecture

In addition to streaming media clients and server, the system is composed of a set of overlay nodes, e.g., the CDN. For the rest of this chapter, we refer “overlay nodes” as “nodes”. These nodes and the server are monitored by Internet Iso-bar and/or TOM. Thus there is an Overlay Network Operation Center (ONOC) which instruments some of the nodes to continuously measure some paths for a complete map of network conditions among the nodes.

We call this proactive agility, which maintains the complete map before receiving backup path requests. Alternatively, we can reactively measure and look for backup paths after receiving such requests. We adopt the former approach because we view the overlay monitoring service as shared by many service providers. The proactive approach offers quick response while the monitoring cost is amortized by large amount of users.

Normally a client directly connects to a server for streaming media content. It also registers the path and sets up a trigger for path performance warnings at ONOC. When the path incurs congestion/failure, ONOC detects that either through passive monitoring by the client or through some active probing instrumented by ONOC. Then ONOC searches for an alternative overlay path to bypass the faulty path², and sends that to the client if such path exists. The client tears down the current connection, sets up a new connection via overlay node(s), and attempts to concatenate the new streams with the old one for skip-free effect. The event driven diagram is shown in Figure 9.1.

²The path selection can be based on multiple metrics as in [33].
Figure 9.1: Event-driven diagram of monitoring-based adaptive overlay media streaming

Given millions of clients, we cannot monitor the network distance for each of them. We group the client by the autonomous system (AS) or more sophisticated technique like [67] and assume that there is an overlay node (referred as proxy) in the same AS of the client and experiences similar congestion/losses as the client does. If congestion is in the last mile of the client (i.e., the access network through which the client is connected to the Internet), any scheme based on path diversity will not work. For simplicity, we assume that the client and its overlay proxy are the same node.

9.3.2 Skip-free (Lossless) Streaming Media Recovery

To bypass network congestion or failures, the client needs to tear down the current connection, switch to the overlay path and reestablish the connection to the server. For live streaming media or when the server is broadcasting the media to multiple clients, the reconnected client may lose part of the data. In this section, we discuss the protocol and implementations for continuous (skip-free) media playback.

We add a buffering layer at the server and an overlay layer at the client to work with legacy client and server softwares. The architecture is shown in Figure 9.2. Our implementation is built on Winamp [88] client and SHOUTcast [87] media server software. Media transport for SHOUTcast is carried using TCP, nevertheless, our adaptive overlay routing and buffering techniques are applicable to other transport mechanisms such as RTP/UDP.

When a client sends a connection request to the streaming media server, the media server responds with a server header indicating the server type, build, etc.. The buffering layer at the server keeps track of the current number of bytes broadcasted and inserts that information into the server header. The overlay layer at the client also records the current number of bytes broadcasted. This is to ensure that both the server and the client have a common reference point as the absolute byte offset from the beginning of the media, then the client starts counting the number of bytes it receives.

During normal video streaming playback, both the server and the client know the number of bytes broadcasted. The data flows directly from the SHOUTcast server to the client. Meanwhile, the most recent data streamed are cached in the buffering layer of the
Figure 9.2: Architecture of monitoring-based adaptive overlay media streaming
server.

When a path change occurs, the client sets up a new path via overlay node(s) to connect to the streaming media server. When reconnected, the filtering layer of client issues a "reset" signal along with the client's last known number of bytes the server broadcasted (denoted as $client\_count$). The server then uses the current number of bytes broadcasted ($server\_count$) to determine the amount of broadcast data that the client is missing ($server\_count - client\_count$). If the amount of missing data is no larger than the buffer size, the server resumes data transmission from exactly the point where the connection dropped before, and the client will have perfect concatenation with the old media streams.

During the path change, the Winamp client is disconnected from the server, but it will continue the playback with data in its own buffer. If it receives new streams from the reestablished connection before running out of the buffer, the client will perceive continuous skip-free media playback. The path change and stream concatenation are transparent to the user.

The minimum size of buffers on the server and client for skip-free playback depends on the streaming bitrate and the adaptation time defined as the period from the moment that congestion/failure occurs to successful stream concatenation. The maximum streaming bitrate for DSL/cable modem is 450 Kbps [110]. As shown in Chapter 9.4.2, the adaptation time is less than 10 seconds. Thus a buffer of 1MB is sufficient. Even if the missing data is bigger than the server buffer size, the server can still start from the beginning of the buffer to alleviate the losses.

Implementation Details

Each normal client has a data queue. There is a main thread reading data from the SHOUTcast server and enqueuing the data to each queue. Every client also has a dequeuing thread which dequeues the data and sends it to the client. When disconnected, the client removes the queue and exit the dequeuing thread.

For each reconnected client, a separate rewind thread (denoted as the dotted curve in the server buffering layer of Figure 9.2) will be spawned to calculate the byte offset of the streaming data where the client left off (the concatenation point in Figure 9.2), and transmit the data from the buffer. The sending rate of the rewind thread for the reconnected client is higher than that of those normal clients so that the reconnected client can refill its buffer quickly. From our experiments, the catch up time is negligible to the path switch time.

When the reconnected client catches up with normal clients, i.e., the rewind thread reaches the same index of the streaming data as the main thread, the main thread will take over the client, and the rewind thread can exit. To avoid the synchronization overhead between these two threads, we have the main thread enqueue the reconnected client as well (denote the starting index as reconnection point). Since the catch up time is negligible (in the order of seconds), we assume that the queue of reconnected client can hold the transmitted data of the main thread in that period. Then the rewind thread only needs to transmit the data from the concatenation point to the reconnection point. After that, it becomes a normal dequeuing thread, transmitting data from the queue to the client.

We can also apply this technique to application-level media multicast. So the edge overlay nodes use skip-free technique for their clients. Presumably, this technique is also
applicable to wireless streaming media when the handoff occurs.

9.4 Evaluation

9.4.1 Methodology

We implement the client overlay layer in 2200 lines of C# code and the server buffering layer and overlay relay layer in Java, with 1100 lines and 900 lines of code, respectively.

We deploy our system on PlanetLab [102], a global network testbed. For most of our experiments, we place the SHOUTcast server on various locations as in Chapter 9.4.2. The ONOC is at Stanford University, the overlay relay node is at HP Lab of Palo Alto, California, and the Winamp client is at U. C. Berkeley. The client is an Intel PIII/500MHz Windows XP machine with 256MB RAM on 100Mbps switched Ethernet. All other hosts are PlanetLab nodes, 1.0GHz-1.8GHz Linux machines with 512MB-883MB RAM.

The bottleneck is introduced by using a Packeteer® PacketShaper [133]. The streaming bitrate is about 600 Kbps and less than the normal available bandwidth between client and server. During streaming, we set the bandwidth limit from SHOUTcast server to Winamp client as 76 Kbps.

For congestion detection, we have the client passively monitor the throughput every 200-300 msec and use exponential-weighted moving average (EWMA) for better stability. If the smoothed throughput drops below certain threshold (e.g., 50% of streaming bitrate), we assume that congestion occurs.

The baseline for comparison is the client-server streaming media without monitoring-based adaptation. Thus when congestion occurs, the Winamp client will gradually run out of buffer, and eventually stall the media playback while our monitoring-based approach will adapt to the congestion. There are two metrics: 1) the adaptation time defined as the period from the moment that congestion/failure occurs to successful stream concatenation, and 2) Effectiveness of skip-free continuous playback. In the next section, we will report our experiment results on both metrics.

9.4.2 Experiment Results

The adaptation time breakdown are as follows.

1. Detection of congestions: the time from introducing the bottleneck link via PacketShaper to when the client detects the congestion is 0.5 second on average.

2. Client reports the congestion to the ONOC. It depends on the latency between client and the ONOC, and is even less than 0.1 second in our experiment.

3. ONOC searches for non-lossy overlay path from the client to the server, and sends to the client. We run the loss rate calculation and path finding on TOM for a 51-node overlay network on PlanetLab. On average it takes 0.66 second.
4. Client tears down old connection, sets up new connection via overlay node and gets
the new media data concatenated. This depends on the distance between client to the
relay node and relay node to the server. For instance, we vary the locations of servers
as in Table 9.1, the average time for this step is 0.73 second (exclusive of DNS lookup
time since ONOC sends the client the IP address of overlay relay node directly.). One
can imagine that different locations of relay node will have similar effect.

<table>
<thead>
<tr>
<th>Areas and Domains</th>
<th>Time (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ucsd.edu, San Diego, CA</td>
<td>0.60</td>
</tr>
<tr>
<td>nbgisp.com, Seattle, WA</td>
<td>0.43</td>
</tr>
<tr>
<td>nec-labs.com, Princeton, NJ</td>
<td>0.59</td>
</tr>
<tr>
<td>lbl.gov, Berkeley, CA</td>
<td>0.64</td>
</tr>
<tr>
<td>berkeley:intel-research.net, Berkeley, CA</td>
<td>0.54</td>
</tr>
<tr>
<td>atl.ga.us, Atlanta, GA</td>
<td>0.75</td>
</tr>
<tr>
<td>France</td>
<td>1.22</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.93</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.75</td>
</tr>
<tr>
<td>Germany</td>
<td>0.87</td>
</tr>
<tr>
<td>UK</td>
<td>0.70</td>
</tr>
<tr>
<td>Taiwan</td>
<td>0.90</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>0.71</td>
</tr>
<tr>
<td>Canada</td>
<td>0.60</td>
</tr>
<tr>
<td>Australia</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Table 9.1: Distribution of SHOUTcast servers on PlanetLab and corresponding latencies.

The total adaptation time is less than three seconds. It may get larger with
different location of overlay relay node, but at most just for a few seconds. Conservatively
speaking, the adaptation time is less than five to ten seconds.

In addition, all the experiments with various server locations as above show perfect
concatenation of streaming media and skip-free playback. Given that the overlay routing
can significantly improve the loss rate and TCP throughput (Chapter 9.2), we believe that
monitoring-based adaptive overlay streaming media system can effectively bypass the faulty
links and achieve skip-free media playback.

In summary, in Part II, we propose a scalable network monitoring services with two
components: Internet Iso-bar for latency estimation, and TOM for loss rate estimation. We
further demonstrate their effectiveness with a monitoring-based adaptive overlay streaming
media system.
Chapter 10

Conclusions

We endeavored in this thesis to build a content distribution network, SCAN, with good scalability, efficiency, agility and security. The Internet being an enormous, highly-dynamic, heterogeneous, and untrusted environment makes this undertaking immensely challenging.

Central to my dissertation is the combination of theory and real-world measurement-based simulation and implementation. I draw from diverse fields of applied mathematics, such as combinatorial algorithms and linear algebra as needed to better understand the design space structure. Meanwhile, real-world trace analysis, simulation and implementation conducted were used to expose the real behavior of the Internet, reveal intriguing points in the design space, and to validate the design decisions. Valuable insights gained through measurement-based analysis have ultimately led to several changes of the original design choices. To get access to real Internet measurement (often proprietary), we have actively collaborated with industrial researchers from various places, such as AT&T Labs - Research, HP Labs, Keynote Inc., Microsoft Research, and National Laboratory for Applied Network Research (NLANR).

This chapter concludes the dissertation by summarizing the major contributions of the thesis and suggesting some key directions for future work.

10.1 Thesis Summary

We made the following contributions in our thesis:

- We designed the first simulation-based network DoS resilience benchmark, and applied it to evaluate three type of object location services: the centralized, the replicated, and the emerging distributed object location service [24].

- We proposed a novel CDN, SCAN, on top of a DHT, Tapestry. SCAN dynamically places close-to-minimal number of replicas to meet client QoS (e.g., latency) and server resource constraints, with overlay network topology only. Furthermore, these replicas self-organize into an application-level multicast tree. In contrast to previous work, each node in the tree (including the root) only needs to maintain states for
its parent and direct children, thus truly scalable. Simulation results on both flash-
crowd-like synthetic workloads and real Web server traces show that our design goals
are met [26, 27].

- To reduce the replica management overhead, we investigated several clustering schemes
based on aggregated users’ access patterns to find contents that are likely to be accessed
by groups of clients who are topologically close. Previous work focus on individual
user’s access patterns for prefetching - in fact we found such clustering works poorly
for replication in CDN-like shared access environment. Evaluations based on various
topologies and Web server traces show that our clustering-based replication reduces
the management overhead by a factor of 50 - 100 without sacrificing end users’ retrieval
performance [30, 31].

- We proposed the first online Web object popularity prediction algorithm based only
on hyperlink structures, and applied it for online incremental clustering and replication
to adapt to changes in users’ access patterns. Through this scheme, we push new
content to the appropriate existing cluster replicas even before accessed. In addition
to reducing the management overhead as before, it cuts down the retrieval cost by 4.6
times compared with random replication, and by 8 times compared with no replication.
In comparison with pull-based replication, it can effectively improve document
availability during flash crowds [30, 31].

- Traditional latency estimation system cluster end hosts based on network/geographical
proximity, or rely on a few landmark sites for all distance measurements and updates.
We built a novel latency estimation system, Internet Iso-bar, which clusters end hosts
based on the similarity of their perceived network distance to a small number of land-
mark sites, and chooses the centroid of each cluster as monitoring site. Evaluation
using real Internet measurements shows that our scheme offers much better accuracy
and stability than previous clustering-based approaches, and such performance is insen-
sitive to the number of landmarks. Our accuracy is comparable to GNP, but our
distributed measurement further enables online monitoring. For a real overlay network
of 106 hosts, it detects 78% of congestion/failures with 32% of false positive [28, 29].

- For accurate loss rate monitoring of an overlay network with $n$ end hosts, previous
work requires $O(n^2)$ measurement, thus unscalable. We designed and implemented
an overlay monitoring system, TOM, which finds a minimal basis set of $O(n \log n)$
linearly independent paths that can fully describe all the $O(n^2)$ paths. It selectively
monitors and measures the loss rates of these paths, and then applies them to estimate
the loss rates of all other paths. In addition, TOM is adaptive to topology changes,
has good load balancing and handles topology measurement inaccuracies. Both ex-
tensive simulation and PlanetLab experiments show that we achieve high path loss
rate estimation accuracy. We can also continuously update the loss rate estimates
online. For example, in the Internet experiments, the average update time is 0.16
second for all 2550 paths, the average absolute error of loss rate estimation is 0.0027
and the average error factor is 1.1. So it can precisely find lossy and non-lossy paths
for clients [25].
• To demonstrate how Internet Iso-bar and TOM can benefit applications, we designed and implemented a monitoring-based adaptive overlay streaming media system. Traditional streaming media schemes treat the underlying network as a best-effort black box and perform adaptations only at the transmission end-points. Instead, our system leverages scalable monitoring services for real-time path congestion/failure information, and an overlay network for adaptive packet relaying and buffering within the delivery infrastructure. Specifically, streaming clients employ overlay routing to bypass faulty or slow links and re-establish new connection to streaming servers. Experiments on the Internet show that our system typically adapts to network congestions within five seconds and achieves skip-free streaming media playback.

10.2 Future Work

There are three general areas of future work suggested by our research.

• General DoS resilience benchmark While our network DoS resilience study in Chapter 3 is very specific, we feel that some of our methodology can be applied in a more general setting. In particular, our approach of simulating a complete, well-behaved system and then injecting malicious faults and measuring the consequences should be generally applicable. Of course, we have only simulated static clients, servers, and attackers; one future task will be to incorporate more dynamic behavior. We also hope to extend the scope of our simulations to more applications. Note that the specifics, from system setup to the threat model, vary greatly from system to system. We hope to explore techniques for combining results across multiple dimensions, possibly extending the automated approach for weight generation suggested by Bayuk [11]. As more attempts are made to quantify the DoS resilience of different systems, we hope to better understand both the nature of DoS attacks and how to measure their impact.

• Semantic search on peer-to-peer CDN The search in current CDNs is based on an globally uniquely identifiable object name or number. But end users are often more desirable for “semantic search”, searching for all relevant documents instead of simple match with keywords or document name. The world produces between 1 and 2 exabytes (or $10^{18}$ bytes) of unique information per year, which is roughly 250 megabytes for every man, woman, and child on earth. Printed documents of all kinds comprise only 0.03% of the total [73]. Distributed CDN provides a scalable platform for hosting such huge scale of data. But it remains an open question as how to semantically index and search the documents which are continuously updated and added to the data warehouse. Again, we can possibly leverage the DHT techniques as in SCAN.

• Scalable network diagnostics system When building the tomography-based overlay network monitoring system, the traditional linear decomposition technique may have overly onerous memory requirement when the rank of path matrix exceeds 10,000. For more efficient monitored path selection, we plan to investigate the use of iterative
methods [10], [76] such as CGNE or GMRES both to select paths and to compute loss rate vectors. In our preliminary experiments, the path matrix $G$ has been well-conditioned, which suggests that iterative methods may converge quickly. We are also applying the inequality bounds in Chapter 8.8 for diagnostics, to detect which links or path segments fail when end-to-end congestion occurs.
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