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Abstract this requirement infeasible, and ultimately hurt the adop-

. ) . ) tion of IntServ and DiffServ.
This paper describes the design, implementation, and ex-

perimental evaluation dverQoSan overlay-based archi- N this paper, rather than trying to achieve traditional QoS
tecture for enhancing the best-effort service of today’s In-guarantees such as the ones offered by Intserv and Diff-
ternet. Using &Controlled loss virtual link (CLVLpbstrac- ~ Serv, we ask the following questioare there any mean-
tion to bound the loss rate observed by a traffic aggregatdngful QoS enhancements that can be provided in the In-
OverQoS can provide a variety of services including: (a)ternet without requiring support from the IP routér§o
smoothing packet losses; (b) prioritizing packets within an@nswer this question we turn our attention to overlay net-

aggregate; (C) statistical loss and bandwidth guaranteesl works as an alternative for intrOdUCing new functionality
. that is either too cumbersome to deploy in the underly-
We demonstrate the usefulness of OverQoS using two sanyyg |p infrastructure, or that requires information that is

ple applications. FirsRealServecan use OverQOS to im- har to obtain at the IP level. Examples of successful over-
prove the signal quality of multimedia streams by protectyay networks include application-layer multicast [12, 21],

ing more important packets at the expense of less impofyyep content distribution networks, and resilient overlay
tant ones. Second;ounterstrike a popular multi-player  pepworks (RONSs) [7].

game, can use OverQoS to avoid frame drops and prevent

end-hosts from getting disconnected in the presence of losk this end, we propos@verQoS an overlay based QoS
rates as high as)%. Using a wide-area overlay testbed of grchltecture for enhanqng Internet QoS. Th.e key_bund—
19 hosts, we show that: (a) OverQoS can simultaneousli’d block of OverQoS is theontrolled-loss virtual link
provide statistical loss guarantees ®1% coupled with (CLVL) abstraction. CLVL provides statistical loss guar-
statistcal bandwidth guarantees ranging fraiiKbps to2 ~ antees to a traffic aggregate between two overlay nodes in
Mbps across international links and broadband end-hostshe face of varying network conditions. In addition, it en-
(b) OverQoS incurs a low bandwidth overhead (typically ables overlay nodes to control the bandwidth and loss allo-
less than 5%) to achieve the target loss rate, and (c) theations among the indﬁvidual flows within a CL\(L. While
increase in the end-to-end delay is bounded by the round?verQoS cannot provide the spectrum of service guaran-

trip-time along the overlay path. tees offered by IntServ [10], it can still provide useful QoS
enhancements to applications. Examples of such enhance-
1 Introduction ments are:

Over the past decade, there have been many efforts to prg_moothmg lossesBursty network losses can have a neg-

. ) ative impact on many applications such as multi-player
vide QoS in the Internet. Most notably, the Intserv and P Y app L play

. . . games. OverQoS can reduce or even eliminate the loss
Diffserv service architectures have been proposed to of . .

. . bursts by smoothing packet losses across time.

fer a large array of services ranging from per flow and
delay guarantees to per aggregate guarantees and prioriBacket prioritization: OverQoS can allow applications to
services. Despite these efforts, today’s Internet still continexpress the importance of the packets within a stream, and
ues to provide only a best-effort service. One of the mairprotect important packets at the expense of less important
reasons is the requirement of these proposals that all neones. For example, OverQoS can protect I-frames in an
work elements between a source and a destination impleMPEG stream over B-frames or P-frames.

ment QoS mechanisms. The inherent difficulty in ChanglngStatistical Bandwidth and Loss GuaranteesBesides sta-

:_he Imeflrg;trutcture cg_upltedt;/]v 'Fh;he lnatural t'?]Ck Ofmgen'tdstical loss guarantees, OverQoS can provide statistical
Ives for s fo coordinate their deployment has rendered, , gwidtn guarantees to a small fraction of its traffic.



To understand the tradeoffs and the limitations of the =
OverQosS architecture, we present its design and implemen- &
tation, and perform an extensive evaluation. Across a wide-
area testbed df9 diverse nodes (spanning US, Europe, and
Asia), we show that OverQoS can simultaneously provide
statistical loss guarantees on the order of 0.1% and and
bandwidth guarantees ranging frar0 Kbps to2 Mbps.

In addition, by simultaneously running multiple competing
CLVLs along with long-lived TCPs on a lossy access net-
work, we show that OverQoS is fair to cross-traffic and can
co-exist with other competing OverQosS links.

Virtual link
(IP path between OverQoS routers)

We additionally demonstrate homultiplayer gamesand
streaming mediaan benefit from using OverQoS. In the £
multi-player game example, an end-user can use OverQoS =
to interactively play a game lik€ounterstrikein highly
lossy environments (experiencing a loss rate as high a]§
10%) without observing any skips or getting disconnected
In the streaming media example, we demonstrate Rew
alPlayer can use OverQoS to preferentially drop and re-
cover specific packets to enhance the quality of a stream
without consuming any additional bandwidt®verQoS
achieves this by simply redistributing the losses among the
packets within the stream. The increase in the end-to-end one cannot avoid losses or delays along virtual links.

delay is bounded by the end-to-end RTT. Additionally, the losses incurred due to cross traffic is
The rest of the paper is organized as follows. In Section 2 time-varying and can be hard to predict.

we describe the basic OverQoS architecture and describe2. Fairness: Overlays should not offer QoS at the ex-
the construction of CLVLs in Section 3. In Section 4, we pense of hurting cross traffic. Therefore, the overlay
provide the details of our OverQoS implementation. In Sec-  traffic at an aggregate level should be congestion sen-
tion 5, we show two real-world applications that can benefit sitive and not use more than its fair share. One stan-
by using OverQoS. In Section 6, we evaluate the perfor-  dard metric for determining fair share is based on
mance of OverQosS in the wide area Internet. We present  TCP-friendlines$27].

OverQoS routers

igure 1:The OverQoS system architecture. OverQoS nodes in
‘different AS’s communicate with each other over virtual links us-
ing the underlying IP paths.

1. Node Placement and Cross Trafft@verlay nodes will
usually span different routing domains and will not
be directly connected to the congested links. Hence,

related work in Section 7 and conclusions in Section 8. 3. Stability: Multiple overlay networks independently
. offering QoS with many virtual links overlapping on
2 OverQosS Architecture congested physical links in the underlying network

Figure 1 illustrates an OverQoS network with overlay ~ Should be able to co-exist.
nodes spanning different routing domains and flows routedg address these challenges we propose a solution that
within this network. We make no assumptions about theyyjids on two design principles:

placement of overlay nodes in the Internet. Rather, we as-

In this paper, we will assume that the end-to-end path oriate experienced by a bundle along a virtual link in the pres-
top of an overlay network is fixed and we will attempt to €nce of time-varying cross traffic. We proposeoatrolled-
enhance the QoS along this path in the presence of varyoss Virtual link (CLVL) abstraction to achieve this loss
ing levels of network congestion. We can use existing apbound and characterize the service received by a bundle.

proaches Ii}<e RON [32] to determine the overlay path beregource management within a bunder overlay node
tween a pair of end-hosts. can control the loss and bandwidth allocations of each flow
In the remainder of this paper, we will use the tevin  and/or application within a bundle.

tual link to refer to the IP path between two overlay nOdesThese design principles enable OverQoS to provide a range

andbundleto refer to a stream of application data paCketsof useful services to Internet applications. Example of such

carrll(ecg afc ross th(lat_wlrtutal link. 'At‘ lbundlz typically mcl(ljJ.?fes services are: (1) packet prioritization, (2) smoothing losses
packets from muttiple transport-iayer Tlows across ditter- j-e., eliminate the bursts of losses by spreading losses in
ent sources and destinations. The following constraints an

: ¢ ke the desi ; lav-based me), and (3) statistical bandwidth and loss guarantees,
(r:igtljllerﬁgiﬁg's make the design of any overlay-based Qo ough this service can be typically offered only to a small



Maximum sending rate on a virtual link 10°
CLVL available/ aggregate bandwidth
CLVL target loss rate / statistical

bandwidth guaranteg,,.n

N ' ‘= = Sweden—Korea
R4 N — Netherlands—Intel(SF)

bound on the CLVL loss-rate e
r CLVL redundancy factor g
cmin | Minimum statistical bandwidth guarantge E
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Table 1: OverQoS Notation table i . Gy =00t
i Ll
fraction of a bundle’s traffic. We next elaborate on ourtwo .. ' . ‘ ‘
design principles. ? Available Bandwidth, ¢ (Kbps) o0
2.1 Bundle Loss Control Figure 2:The cumulative distribution of across three separate

CLVLs is measured on Jan 20, 2003 by transmitting 1,500,000
The basic building block for enabling OverQoS to achievepackets over each virtual link(each with 250 bytes payload). The
loss control over a bundle is the Controlled-loss Virtualintersection point betweem = 0.01 and the CDF curves repre-
Link (CLVL) abstraction. The CLVL abstraction provides Sentthe values af..., along the three links.

a boundg, on the loss rate seen by the bundle over a cer- . ) .
tain period of time regardless of how the underlying net.entire bundle a target loss ratg,If the traffic arrival rate

work loss rate varies with time. Overlays can achieve thisOf the bundle is larger than, the extra traffic is dropped

bound by recovering from network losses using a combi2t the entry overlay node. The overlay node can employ
nation of Forward Error Correction (FEC) and packet re-

transmissions in the form of ARQ. By settingo an arbi- ~ 2Cr0SS the flows in the bundle. In particular, in a Diffserv-
trarily low value (close td), a CLVL provides the notion like model, if every packet is associated with a priority, then

of a near-loss free pipe across a virtual link. Therefore, 41€ ©verlay node can use these priorities to preferentially

CLVL isolatesthe losses experienced by the bundle fromdmp packets and allocate bandwidth to different flows.
the loss-rate variations in the underlying IP network pathWhile in general the available bandwidth, of a CLVL
The biggest challenge in constructing a CLVL is to achievebundle varies with time, it might be possible to statistically
the loss bound in the presence of time-varying cross traf- bound the minimum bandwidth of the bundle to offer band-
fic and network conditions. Additionally, the amount of width guarantees to a fraction of OverQosS traffic. Given a
bandwidth overhead should be minimized. In Section 3.2small probability valuey, one can capture the variations
we present a hybrid FEC/ARQ solution which minimizes of the available bandwidth on a CLVL using a distribu-
the amount of redundancy required to provide a CLVL ab-tion and determine a valus,,;,, such that the probability,
straction for a given value af. P(c < ¢min) = u Whereu represents the probability of

The total traffic between two overlay nodes consists of: (a)not meeting the bandwidth guarantes,,. If the corre-

the traffic of the bundle; (b) the redundancy traffic requiredSp;mdrm\%mi” tlstia t?'g?'tf)'csgc\;rda:ﬁ“on cr)é,ntthen gver"QOStin
to achieve the target loss ratg,The fairness and stability can provide statistical ba guarantees by aflocating

: g : : : bandwidth to flows within a CLVL as long as the total allo-
constraints limits the maximum rate (inclusive of the re-

dundancy traffic) at which OverQoS can transmit across é:ated bandwidth is less thap.... Table 1 tabulates all the

virtual link. Letb(t) denote this traffic bound at tinidSec- variables we use in expressing the properties of a CLVL.
tion 3.1 elaborates on hoivis computed). Let(¢) denote  In practice, we notice that the value of,;,, across over-
the fraction of redundancy traffic required by OverQoS tolay links can be reasonably high implying that OverQoS
achieveq. Then, theavailable bandwidttor the flows in  can indeed be used to provide meaningful statistical band-
the bundle isc(t) = b(t) x (1 — r(¢)). Thus, the service width guarantees to applications. Figure 2 shows the distri-
provided by a CLVL to the bundle igs long as the arrival  bution ofc for three different overlay links traversing inter-
rate of the bundle at the entry node does not exed¢ed  national links and broadband networks: Lulea (Sweden)-
the packet loss rate across the virtual link will not exceedKorea, Mazu (Boston)- Cable Modem (SF), Netherlands-

any QoS scheduling discipline to distributand the losses

q, with high probability. Intel (SF). The values af,,,;,, across these links to provide
au = 0.01 guarantee are 160 Kbps, 420 Kbps, and 269
2.2 Resource Management within a Bundle Kbps respectively. Statistical bandwidth guarantees can be

) . . provided only to a subset of the OverQoS flows, potentially
The CLVL abstraction provides the bundle an availabley the expense of other flows. Flows requiring guarantees
bandwidth,c, which varies with time and guarantees the g,ouid be given a higher priority over other flows at an



OverQoS node. The remaining bandwidthc,,;, is dis-  overlay node, the per-flow FEC requirement can drop to

tributed among the other flows. lower than5 Kbps. Second, with a better distribution of
overlay nodes, we expect the overlay links to have much
2.3 Overall picture smaller RTTs than end-to-end RTTs. Hence, overlay-level

. . . recovery using ARQ has better delay characteristics than
An OverQoS network (Figure 1) comprises of a collectiongy 14 end recovery. Finally, aggregation of flows within

of overlay links where each link is associated with a CLVL 5, \eriay provides the ability to trade resources across dif-
abstraction. Individual CLVLs along different OverQoS ¢g ant flows (or within packets of the same flow) which is

links are stitched together to generate an end-to-end paigqamentally necessary to provide better QoS properties.
along which a flow may be routed and guaranteed a spe-

cific amount of QoS. In this paper, we demonstrate that afPelay guaranteesOverlay networks have no control over
overlay network can indeed be useful in enhancing Intervariations in queuing delays along virtual links and hence
net but do not address the issue of how to route flows ofannot offer delay assurances. On the other hand, overlay
top of an OverQoS network. We rely on an overlay routingnetworks have been used to route around congestion [33,
service like RON [32] to specify an end-to-end path across/]. Such techniques can be embedded into an overlay to
an OverQoS network. Given one such path, OverQoS demprove the end-to-end delay characteristics of a path.
termines the level of QoS that can be provided along theyyer_provisioning: Recent measurement studies have
path. shown that Internet backbones are over-provisioned and
Application-OverQoS InterfaceA legacy application in- have low levels of congestion [19, 17]. This questions
tending to use OverQoS is required to perform two func-the basic need for Internet QoS. We contend that over-
tionalities. First, it needs to tunnel its packets through theProvisioning is not necessarily a permanent feature of the
overlay network using an OverQoS proxy. The proxy nodelnternet, but a reflection of the big disparity between the
functionality can reside either at the first OverQoS nodePoor connectivity at edges, and the backbone capacity. As
along the path or within the same host as the applicationmore homes and enterprises become connected over faster,
Second, the proxy is responsible for signaling the app“.multi-megabit/s or higher, links with optical fibers, we ex-
cation specific requirements to OverQoS. For example, iPect that at least some parts of the Internet such as small
OverQoS offers the service of smoothing losses or packdSPs to become more congested. This trend is already ev-
prioritization, the proxy is required to mark the priority of ident in countries like Japan where ISPs offér Mbps
packets within the flows. Our current implementation of broadband connections to homes [4]. In addition, many
an OverQoS proxy is application specific in that it infers ISPs already provide aggregate QoS within their networks
the priorities of the packets of an application flow without using MPLS technologies [26]. We believe that overlays
modifying the application. However, in the case of statisti-are the right platform for translating these aggregate intra-
cal loss or bandwidth guarantees, an application is requiredomain QoS to meaningful end-to-end QoS guarantees.

to clearly signal its QoS requirements (loss,bandwidth) to

the OverQoS proxy. For this particular service, the proxy is3 ~ Controlled-Loss Virtual Link (CLVL)

additionally responsible for undergoing an admission con-

trol test to determine whether OverQoS can indeed satisrg' this section, we describe the realization of the CLVL ab-

the application’s QoS requirements. The signaling aspect trt"’r‘]Ct'on' I_n partlculzr_, we (tjescnbe: (a) gow to golmEPti'
of the admission control as well as the issue of how to rout¢” 1€ Maximum Sending rate across an verQos link; (b)

flo ithin OverOoS are out of the scope of this paper. oW to achieve the_ target loss ratdor the flows in the
Ws within OverQ . scop 'S pap bundle; (c) the architecture of the OverQoS node.

24 Discussion 3.1 Estimatingb

End-to-end Recovery vs Overlay CLVAn alternative to o St th . tout di
applying the CLVL abstraction on an overlay network is verQoS tunes the maximum output rétedepending on

to apply loss control on an end-to-end per flow basis Ther&€twork congestion in order to be both fair to cross traffic as

are several arguments against end-to-end loss control: Fir%e" as achievg stability in the presence qf cher competing
using FEC to apply end-to-end loss control is far more ex- verQos traffic. One way of achieving this is to sélased

pensive than applying it on an aggregate level. For exam?" _an]\_f-TCI_D pipeabstraction which proyides a bandwidth
ple, in order to provide 8.1% loss guarantee to@t Kbps which is N times the throughput of a single TCP connec-

stream (like game console traffic or IP telephony streamf'??l on thet\r/:rtlgal I:jr:k. We sel to be equal to the number
over a bursty channel with an average loss rate of2§ay otflows in the bundie.

the minimum amount of FEC required can be as high aspve use MulTCP [29] to emulate the behavior §f TCP
32 Kbps. However, if10 such flows are aggregated at an connections. MulTCP uses a TCP-like congestion control



mechanism witha = N/2 and3 = & as the incre- r = (n — k)/n. The FEC problem reduces then to de-
ment and decrement parameters. While MulTCP may retermining a minimum redundancy facter, such that the
act quickly to congestion, it may not provide smooth vari- target loss rate is achieved. Since the hybrid approach
ations in the sending rate. To obtain smoother variations(i.e., FEC+ARQ based CLVLs) presented below outper-
we may prefer to choose an alternate operating point with éorms the FEC based CLVLs in most of the cases, we skip
lesser value ofr and 3 without altering the net steady state the description of our algorithm for computing the ideal
throughput as determined by the TCP equation [27]. If wevalue ofr.

seta = VN, the correqundmg value @ can ?65 caleu- FEC+ARQ based CLVLDue to delay constraints for loss
lated using the TCP equation as equal f¢3 x N'° + 2). . .
recovery, we restrict the number of retransmissions to at

Across most of our evaluat|on_s, we use the standard P& 0st one. We divide packets into windows and add an FEC
rameters of MulTCP. Alternatively, we can also use an

. : redundancy factor of; for each window in the first round.
equation-based approach to emulate the behavioN of . . .
: In the second round, if a window is non-recoverable, the
TFRC connections [16]. ; .
entry node retransmits the lost packets with a redundancy

3.2 Achieving target loss ratey factorrs.

. . . : . . We need to estimate the parametefsandry. Let f(p)
We will describe a hybrid solution which uses a Comb'na'denote the PDF of the loss ratewhere each value of is

?:?_r\]/lc_)f ';EC and AR.Q to cgnstrgctha ELVcIj-I' Fleecall that a measured over an encoding/decoding window. FEC offers
abstraction aims to bound the bundle loss rate to g protection within a window if the fraction of pack-

small valueq. Since burstiness of cross-traffic is usually ets lost in a windowp, is less than the amount of redun-

unpredictable, we defingas a statistical bound on the av- dancy added for that window. Given a redundancy factor,
erage loss rate observed over some larger period of t|m7e' the expected packet loss rate after recovering from FEC
(on the order of seconds). is given by:

FEC vs ARQ trade-offThe main distinction between FEC Glr) — ! d

and ARQ is in the trade-off between bandwidth overhead (r) = , pf(p)dp

and packet recovery time. While FEC can help in quickly

recovering from packet losses, the bandwidth overhead caience the expected packet loss rate after the two rounds in
be high especially over virtual links experiencing bursty the hybrid approach is equal fdr, 72) = G(r1) X G(72).
losses [22]. On the other hand, an ARQ based solution wilGiven a target loss-rate, we require:

have a high packet recovery time if tfi&"T" between two
overlay nodes is large. To strike a balance between these
two approaches, we present a hybrid approach that uses the
best features of both these mechanisms. For a given window;; is the FEC overhead in the first
round,G(r1) is the expected number of retransmitted pack-
ets andG(r1) x rq, the expected overhead in the second
round. The expected bandwidth overhead is given by

L(ri,m2) <q

We will first briefly describe how one will construct a
CLVL using purely ARQ or FEC and combine these ap-
proaches to obtain a hybrid CLVL construction.

ARQ-based CLVLA purely ARQ-based solution for build- O(r1,r2) =1+ G(ri)(1 +12)

ing CLVLs is easy to construct. In a reliable transmission

(g = 0), a packet is repeatedly retransmitted until theThis yields the following optimization problem: Given a
sender receives an acknowledgment from the receiver. Simtarget loss rate, determine the redundancy factefisand
ilarly, to achieve a non-zero target loss rateif is enough 79 that minimizes the expected overhe@dr, r2) subject
to retransmit any lost packét= log; g—1times, whergp  to the target loss constraint(ry,r2) < g.

represents the average loss rate over the interval over whi
we want to bound. However, if L > 1, a pure-ARQ based
CLVL is unattractive since it uses multiple RTTs to achleveimplies that it is better not to use FEC in the first round,

the bound. and use FEC only to protect retransmitted packets. When
FEC-based CLVLin an FEC-based approach, we divide r; = 0 andr, = 0, an FEC+ARQ CLVL reduces to a pure
time into windows of period?’., where a window is a unit ARQ based CLVL. This happens when< pZT,g where

of encoding/decoding. We consider arasure codesuch  p,,, = G(0) is the average loss-rate along the virtual link.
as Reed-Solomon, characterized (by k), wherek is the ~ An FEC+ARQ CLVL can be made adaptive to sudden vari-
number of packets arriving at the entry node during theations in the loss characteristics by always applying a min-
window, and(n — k) represents the number of redundantimal amount of FEC«; > 0), to the retransmitted packets
packets added. Let denote the redundancy factor, where in a window.

q—ﬁor many loss distributions that occur in practice, the opti-
mal solution for this problem is when = 0. This solution



Arival Entry Overlay Node . Exit Overlay Node nodes uses the UDP socket interface. For loss recovery, we
Bundle || Treffc (G0 | Comrated | jppy R ——y ||| el use the FEC software library built by Rizebal.[30]. Our
Modue ik mode Lossrecoven||  implementation works on both Linux and FreeBSD plat-
i (packet ioss info, RTT) L forms.

Figure 4 illustrates the structure of a single OverQoS node
along a given path. An OverQoS node listens on a UDP
socket for the arrival bundle and tunnels the traffic to the

We made a simplistic assumption in the above calculationexit node as a UDP stream. The CLVL Encoder and De-
We used the same distributigf{p) to model the fraction ~coder modules implement the CLVL abstraction on top of
of losses during both the first and second round. Sincéhe overlay link by adding the necessary level of redun-
the number of packets in a retransmitted window may bedancy to recover from packet losses.The decoder also pro-
much smaller than the original window, the same distribu-vides loss feedback to the encoder for computing the op-
tion f(p) may not apply. To overcome this problem, we timal redundancy factor. The Traffic Management module
estimate a table of loss distributions (rather than phe)  implements per-flow or per-packet resource management.
across different time-scales and apply the appropriate digRifferent QoS schedulers and buffer management schemes

tribution based on the number of retransmitted packets. like priority scheduling and smoothing losses is performed
by this module. The rate estimator computes the CLVL pa-

3.3 Node Architecture rametersh,c andr while the link estimator provides feed-

) ] ] ] back to the transmitting OverQoS node about the virtual
Figure 3 captures the interactions between the various confik characteristics comprising: (a) loss feedback for com-

ponents in the entry and exit overlay nodes. The entry ”Odﬁuting the loss distribution; (WRT'T, the round trip time.
consists of two modules: one that implements the CLVL

abstraction, and another that performs per-aggregate or pdrLVLs along an overlay path can be stitched together
flow traffic management. The first module communicatesOr cascadeji to provide end-to-end services. Cascaded
with the exit OverQoS node to estimate the link loss rateCLVLs can introduce artificial losses at an overlay node
and delay. It uses this information to adapt the data traffidf the available bandwidth on the incoming links is larger
to conform to the CLVL abstraction. The second module al-than the available bandwidth in the outgoing links. In or-
locates the capacity of the CLVL among competing trafficder to avoid any artificial packet losses at an intermediary
aggregates or flows. The exit OverQoS node is responsibl@ode in an overlay path, an OverQoS node usgs, to

for measuring the loss and delay characteristics and recogignal the maximum sending rate to its predecessor. This is
structing lost packets if necessary. If the CLVL abstractionillustrated in Figure 4.

uses ARQ for loss recovery, the exit node propagates indi- .

vidual packet loss information to the entry node. 4.1 Other Implementation Issues

The entry node exerts control on the traffic in the bundleWe will now briefly discuss some of the salient implemen-
at two levels of granularity: on the bundle as a whole, andation issues:

on a per-flow basis within the bundle. At both these lev-
els, the entry node can control either the sending rate

Figure 3:Components of entry and exit OverQoS nodes

OApplication—dependent proxy: An important aspect of in-

r)t{rerfacing with legacy applications is to use an applica-
. X - ion proxy that can signal an application’s requirements to
pode first determines the sending rate of the b“”‘?”es' the gveréos networ?(. In thepcpase of MPEqG streaming
N9 MuITCP [29] to (_amulate t_he aggregate behavionof the application proxy interprets the packets in the stream
virtual TCPs. Next, it determines the level of redundancyand marks the priority of recovery for each packet. For

:h:aeltluslgegh';;;glr?s\,/t?c: g:tgix:i;Zgi;lfhsj\ﬁrt]?:vid%l; resmoothing losses, all packets in a stream are associated
I S i ' with the same priority. For obtaining bandwidth guaran-
sulting available bandwidth is estimated to bé(1 — r). priority g g

! . tees, the proxy needs to use a signaling mechanism like
The traffic management module at the entry node then dis-
tributes the available bandwidih among the individual "RSVP [10] to reserve the resources along an overlay path

flows. If the net input traffic is larger than the entry node Choosing parameters:The parameterd/, RT"T" andpg,
drops the extra traffic and exercises control in distributingneed to be estimated for determining the sending bate

the losses amongst the flows. While N can be estimated as the instantaneous number of
flows, we setNV as the average number of flows observed
4 OverQoS Implementation over a larger period of time (certain flows have a very short

lifetime). This is to reduce the variations in the sending

We implemented the OverQoS node architecture in aboutyie induced bylV. Only flows that generate a minimum
5000 lines of C code. The communication between overlay
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Figure 4: Structure of a single OverQoS node along a path.

irtual link Estimat

number of packets, are used in calculatiig We lever- 5.1 Streaming Media Applications

age the techniques used in equation based congestion con- . ) L . o
trol [16] for estimating theRT'T" and p,., between two Streaming media applications are typically more sensitive

target loss-rateg = 0.1%, for most of our experiments. ) © ;

For FEC+ARQ based CLVLs, we choose the packet recovPlatform f(_)r p_rowdlng different forms of enhancements for

ery time, T, to be2 x RTT. such applications. Two such forms of enhancements are:

1. The quality of streaming audio can be enhanced by
converting bursty losses into smooth losses.

2. By preferentially recovering packets in an MPEG
stream, one can improve the quality of the video
stream.

Startup phase: During periods of no usage (i.e. when
N=0), we do not send additional traffic to estimate the vir-
tual link parameters. After such a phase, OverQoS nodes
need to determine an initial value bflong a virtual link.

Like TCP, we use alow-startphase to estimate the initial
value ofb. During the slow-start phase, OverQoS does noGiven that delay variations is not a primary issue for
use loss recovery. these applications, OverQoS primarily uses an ARQ-based
FEC implementation: Our implementation can perform C,LVL for these applications. For both strearr)i'ng audio and
FEC encoding and decoding (for a redundancy factor a¥'_de°’ OverQoS dO?BOt consume any addltlon_al band-
high as 50%) at oveB00 Mbps on a Pentium IIl 866 W|_dth. It achieves thIS by performlng_the fo_llowmg oper-
MHz running Linux 2.4.18 kernel. Since we operate onation: Wheneveran_|mpo_rtant packet is lost in the network,
small window sizes,i{ < 1000), Reed Solomon coding QverQoS retransmits this packet and drops a IaFer_Iesser
is not a bottleneck. For example, on a virtual link with an important packet to compensate for the retransmission. In
RTT = 100 ms, the window size is bounded 900 for the process, the application observes the same end-to-end

sending rates less thain Mbps. Other coding techniques loss-rate as it would in the normal Internet and will experi-
like Tornado codes [23] while faster, may not provide the€Nce an occasional increase in the end-to-end delay which

same level of error correction for small window sizes. is bounded by thé?T'T" along the overlay path.

5 Two Sample Applications 5.1.1 QoS Enhancements for Streaming Media

Streaming Audio: Bursty errors in a streaming audio ap-
lication can either cause interruptions to an audio stream
f cause gaps in an audio stream for periods of time easily

perceptible by the human ear. We consider the case where

a RealServer streamswav/.mp3audio file to an end-host

Dsing RTP. The audio stream can use OverQoS to smooth

SSut bursty lossebe., spread a bursty loss over time.

In this section, we will describe two real applications that
can leverage the QoS enhancements offered by OverQo
The first application shows hoRealServera streaming
media application can improve the signal quality of multi-
media streams by using OverQosS to preferentially recove
important packets at the expense of less important on
without using any additional network bandwidifhe sec-
ond application isCounterstrike a popular online multi- MPEG Streaming: An MPEG video stream consists of a
player game with a user base of odemillion players [1].  Group of Pictures (GOP) each comprising of I-frames, P-
For this application, we show how OverQoS can smootHrames and B-frames [6]. Among these, I-frames are the
out losses and enable players to play the game under higinost important since they represent the start of a video se-
loss environments. guence in a GOP while P-frames and B-frames are inter-
coded frames. Each frame is typically larger than a packet
and a frame is sent across multiple consecutive packets. All



packets corresponding to an I-frame occur in succession. A Sample 1 | Sample 2
single bursty network loss can eliminate an I-frame com{ Mazu-Korea| Without OverQoS| 4.25+0.3 | 4.27£0.5
pletely which can cause an MPEG player like Mplayer [5]|_Mazu-Korea| With OverQoS | 4.46+0.4 | 445+ 0.3
to disconnect since a GOP cannot be reconstructed. Thentel-Lulea | Without OverQoS| 4.04£0.2 | 4.13+0.3
B-frame and P-frame of a GOP are useless without the cor='Ntel-Lulea | With OverQoS | 4.19+0.3 | 431£0.3
responding I-frame.

Table 2: PESQ scores for speech samples with and with-
Using OverQoS, one can associate packets belonging to but OverQoS for both the Mazu-Korea and Intel-Lulea loss
frames with higher priority and recover packets within an |-traces. This table also shows the standard deviation of these
frame at the expense of B or P-frame packets. Additionallyscores across different loss traces.

bursty dropping ofB and P frame packets affects the qual-

ity of one GOP in an MPEG stream, smoothly dropping _ 5% PSNR| Median PSNR

B and P packets can affect the quality of multiple GOPs. | Mazu-Korea| Without OverQoS| 15.27 22.33

The type of frame of a packet is embedded in the MPEG Mazu-Korea Us_mg OverQos | 17.4 24.95

Video-Specific header within the payload of a packet. Intel-Lulea W't.hOUt OverQoS| 14.68 21.59
Intel-Lulea | Using OverQoS | 16.21 24.7

5.1.2 Evaluation Table 3: This table shows the 5% and median values from

Network Setup: We use the Helix server version 9.0.2 [2] the PSNR distribution of the received stream. 5% value in-

as our streaming media server and use Mplayer [5] as thgicates the minimum PSNR value observed)bys of the
streaming media client. All streaming media requests ardmages in the stream.

issued using the Real Time Streaming Protocol (RTSP) to

stream packets using UDP. We built a client proxy andypje 19 increase the PESQ score of the output stream by
a server proxy to interpret the streaming media paCket?oughly0.15 — 0.2. To demonstrate that 15 — 0.2 is in-

and _associate them with d_ifferent priorities. Using theseyaed a reasonable improvement in the audio quality, we ex-
proxies, we tunnel a media stream from RealServer tQ,erimented with several artificial bursty loss patterns while
an Mplayer client along an overlay path along which wep5iniaining the same average loss-rate of the traices (
replay sample bursty loss traces collected along differQ% and 3%) and measured the PESQ scores for each of
ent overlay links. For the purpose of illustration, we con-ham. For an average loss rate2st, we found the PESQ
sider two such loss traces: (a) Mazu (Boston)-Korea withy.qres to vary between?2 and4.3 across a variety of bursty

an average loss rate @%; (b) Intel (San Francisco) - |ss patterns. For these cases, we again found that smooth
Lulea (Sweden) with an average loss trace3@f. Each yo0ning performs better than bursty drops. Hence, we find
trace is20 minutes long. To emulate the behavior without 4, .+ smoothing losses using OverQoS uniformly outper-
OverQoS, we consider the OverQoS nodes to act as pack{edrmS different types of bursty network losses.

forwarders. If the length of a media stream is shorter than

the length of the trace, we repeat the analysis for differenMPEG streaming: Peak Signal-to-Noise ratio (PSNR) is
portions of the trace. a standard metric used to measure the quality of the video

i . he eff f h images in a stream. Given an MPEG stream received at the
Streaming Audio: To demonstrate the effect of smoot client, we use the “-yuv4mpeg" utility in Mplayer to con-

dropping on stream|_ng audio, we goncatenated Sev_e“yert the stream into a stream of images. For every image,
s_peech.samples provided by International Telecommumcr:},-ve compute the PSNR value of the received image in com-
tion Union (ITU-T) to produce two test samples of length 5 ison 1o the video image in the original MPEG stream.

84 sec and82.sec respectivgly. Perceptyal Evaluation OfWe quantify the quality of the received MPEG stream us-
Speech Quality(PESQ) [3] is one metric to evaluate the 4 gistribution of PSNR values for the individual images.

quality of voice. We measured the PESQ score for th&yg consider a sample MPEG-1 stream whichiiseconds
received stream in comparison to the original stream. Aor this analysis

PESQ score ob is considered to be ideal implying that .
the received audio stream has not degraded in quality. ~ Table 3 compares th&% and median values of the PSNR

Table 2 he PES f . dio wi alues of the received MPEG stream with and without
able 2 compares the Q scores of streaming audio wi verQoS across both the loss samples. We make the fol-

and without OverQoS for two benchmark speech Sample%owing observations. First, in the case when an entire I-

We observe'that smoothi'ng the Iosse; does help inincreag:, -\ "\\as lost due to a burst, Mplayer stopped playing the
ing the quality of the audio stream. Using OverQoS we al'%ideo stream since an entire GOP cannot be reconstructed.

The PESQ measure is applicable only for pure speech samlhis occurred in both the loss traces when a burst coin-
ples and not for arbitrary audio streams. Hence our analysis i€ided with the packets of an I-frame. However, OverQoS
limited to only these standardized samples. was able to recover from the burst so that the stream could




progress. Second, OverQoS is able to improve both¥he
and the median PSNR values of the stream by preferen-
tially dropping B and P packets in a burst when compared
to the quality of the stream without OverQoS. We illus-
trate the5% PSNR value mainly to show that OverQoS not
only improves the quality of the stream in the average case
but also the minimum quality of a stream. To summarize,
OverQoS can improve the quality of a media stream with-
out consuming any additional network resources.

5.2 Counterstrike application

Counterstrike is a team-based multi-player game where on-. . .
line players are grouped into competing teams where ea(:E'S:rrztg' Snapshot from a Counterstrike game a0%

team is assigned a specific goal. The environment of the
game is pre-loaded and clients exchange game state over
the network using small UDP packets. Bursty losses can
have an adverse effect on the progress of this game. First,
during the initiation phase, the client generates important
control packets which if lost can render the client unable
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to connect to the server. Second, a burst of packet losses 7

during the middle of a game can either cause skips or cause 40 + ‘ﬁf} / .
a player to get disconnected. A skip can arise because the 20 L Lt |
game state messages received immediately after a conges- ' ﬁ*ﬁ

tion provides a context jump in the game. Third, in a multi- O 6 37 33 39 40 41 42 43 44 45
player game, problems observed by one player will affect Time

other players in the game. For example, disconnection of a
single player can sometimes halt the progress of a game. Figure 6: Sequence number plot illustrating smoothing of

OverQoS can alleviate the problem of bursty losses by perPacket losses using OverQosS.
forming the following operations:

1. Recover from bursty network |.OSSGS by using anthe application experiences an additional delay equal to the
FEC+ARQ based CLVL abstraction between overlay|oss recovery time of a CLVL. With a reasonable distribu-
links along the path. tion of overlay nodes, we expect this recovery time to be

2. Smoothly drop data packets equivalent to the size ofnuch smaller than end-to-end recovery.
the burst at the overlay node.

3. Identify control packets based on packet size and notounterstrike Proxy: By reverse engineering the traffic
drop these packets. characteristics of Counterstrike, we built a client and server

. proxy to interpret the Counterstrike packets. We chose a
By both recovering lost packets as well as smoothly dropyqyy_hased implementation for two reasons: First, Coun-

ping an equivalent amount of data packets at an overlay,qyike client and server codes are proprietary and we do
node, OverQoS achieves three objectives: (a) OVerQORqst mogify the code. Second, it is a simple way of captur-

prov_ides the Counterstrike client with critical updates toing different application specific traffic and tunneling them
continue the progress of the game. For example, many UDﬁwough OverQos.

packets generated by Counterstrike merely contain the co-

ordinates of different players. If OverQoS can deliver evenExample Scenario:We consider a cable modem loss trace
a fraction of these packets, the client will still be able towith an high loss-rate ot0% and compare the effect of
reconstruct the movement and position of other players. (blpsses on the Counterstrike game under two scenarios: (a)
OverQoS uses minimal amount of additional bandwidth towith OverQosS; (b) without OverQosS. Figure 5 illustrates a
support this application. The additional bandwidth whichsnhapshot of a Counterstrike game where OverQoS converts
is not compensated by OverQoS is the FEC portion of thdursty losses into smooth losses and the client does not ob-
redundant traffic. Our wide-area experiments over realisti&erve any skips. Figure 6 better illustrates the smoothing of
overlay links show that this additional bandwidth is negli- losses using OverQosS. In the case without OverQoS, we
gible (refer to Section 6). (c) The application observes thedbserved many short periods of time where the network
same loss-rate as it would in the normal Internet yet not exlosses was as high a8 — 80% followed by periods with
perience any skips in a game. In the event of a bursty losg]0 congestion. The OverQoS node compensates the addi-



tional bandwidth consumed for loss recovery by smoothly Background Average | FEC+ARQ Achieved
dropping packets during non-lossy periods. Traffic Loss(%) | Loss (%)
100 TCPs(SACK) 1.84 0.06 %
We make two additional observations. First, smoothing 9 Mbps Self Similar| 1.91 0.08%
losses works well only when the bursty loss-periods are 400 Web sessions | 0.68 0.03%

relatively short by compensating. When burst periods last
for longer periods of time, OverQoS will not be able to Figure 7: Simulations: Achieved loss rate by a CLVL across
smoothly drop packets in the absence of any non-lossy péhree types of background traffic. We get 0.1% and the
riods. Second, in this scenario, the CLVL abstraction is unbottleneck link is 10 Mbps using RED queue.

able to achieve the target loss-rate due to congestion peri-

ods \.N'th very high Ioss-ra}tes. However., the- loss re.ducuor{/ersion 2.1b8. Unless otherwise specified, most of our sim-
provided by O\{erQoS during bursty periods is sufficient forulations use a simple topology consisting of a single con-
the Counterstrike game to progress. gested link ofl0 Mbps where we vary the background traf-
fic to realize different types of traffic loss patterns. We use
three commonly used bursty traffic models as background
In this section, we answer several questions relating to thaffic: (@) longlived TCP connections; (b) Self similar traf-
practical viability of OverQoS in the wide area Internet us- fi¢ [361; (¢) Web traffic [15]. In addition, we use publicly
ing implementation results and measurements on a widedvailable loss traces to test the performance of a CLVL.
area network comprising dp diverse nodes. Add|t|qqally 6.2 Statistical Loss Guarantees

we use ns-2 based simulations [25] to answer specific ques-

tions that a wide area evaluation may not be able to addresm this section, we answer the question: Under what net-
The specific questions we address are: work conditions, can OverQoS achieve a CLVL abstraction
across an overlay link? For all the scenarios described in
the section, we choose a target loss-rate to be a small value

(a) Loss Guaranteeshen can a CLVL abstraction 0.1%,i.e.,q = 0.001_. To compute the available bandwidth,
provide loss guarantees along a virtual link? b, we use N-TCP with a value d¥ = 10.
(b) Bandwidth GuaranteesVhat bandwidth guar- Simulations:We first test whether the FEC+ARQ CLVL

6 Evaluation

1. Can OverQoS provide statistical bandwidth guaran
tees and loss assurances to flows? In particular:

antees are realizable on a virtual link? construction can achieve the target loss-rate across a va-
(c) OverQoS CostWhat is the bandwidth overhead riety of bursty loss models. Our key conclusion from the
and delay cost of using OverQoS? simulations is that irall cases, we meet the target loss rate

2. Fairness/Stabilityls OverQosS fair to cross trafficand ¢ = 0.1%, despite bursty losses and the average loss-rate
stable in the presence of multiple competing OverQoSvarying betweer0.5% and3.3%. Furthermore, this con-

networks? clusion is true not just for the means, but for the tails of the
distribution as well. Figure 7 shows the achieved loss rate
6.1 Evaluation Methodology for the FEC+ARQ based CLVL for three different back-

. ) _ . ground traffic scenarios. In addition, our recovery algo-
Our evaluation methodology is two-fold: (1) we use wide (ji\m achieves the target loss irrespective of whether the

area experiments to evaluate how OverQoS performs if 1oy ters along the virtual link use FIFO or RED queues.
practice, and (2) we use simulations to get a better undefrage results demonstrate that our CLVL algorithm is ro-
standing of the _QverQoS performance over a wider rang@ust over a range of dynamic traffic conditions and works
of network conditions. even when the underlying loss rate is 30 times larger that
Wide-Area Evaluation Testbed: Using resources avail- the target loss rate,

able in two large wide-area test-beds namely RON [3Z}wide Area EvaluationGiven our specific choice of overlay
and PlanetLab [28], we construct a network of 19 nodesyodes, we found3 virtual links in our overlay testbed to

in diverselocations:6 university nodes in Europd, site e |ossy. A link is characterized as lossy if the loss-rate
in Korea, 1 in Canada3 company nodes3 behind access 4jong the link is at least.5%. Across each link, we ran a
networks (Cable, DSL). Our main goal in choosing thesec| v/ apstraction for time-ranges varying frozd minutes
nodes is to test OverQoS across wide-area links which W, 1 hour, In order to measure the system under stress, the
believe are lossy. For this reason, we avoided nodes %tending rate as determined by N-TCP averaged between

US universities connected to Internet2 which are known to; o) Kbps (across Cable modems and DSL lines) kbps
have very few losses [7]. from other nodes?

Simulation Environment: We built all the functionalities 2Given this high sending rate, we did not run our experiments
of our OverQoS architecture on top of the-2simulator  for continued periods of time. Additionally, bandwidth is an ex-




Cavg Mean‘;’:ll—;; Variation i
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800 — 1600 Kbps | 0.41 0.16 — 0.86 2
> 1600 Kbps 0.49 0.04— 1.0 S
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The FEC+ARQ based CLVL achieved the target loss-rate ‘ ‘ ‘ ‘ ‘
over 80 of the 83 virtual links. Our FEC+ARQ algorithm © ST S @

failed to achieve the target loss rate(of% only across3

of the overlay links. Upon closer investigation, we found Figure 10: Overhead Characteristics in the wide-area
the causes to beshort outagesand bi-modal loss distri-  testbed: Compares overhead of FEC+ARQ with FEC and
butions A short outage refers to a period of time when all Average loss rate across the links,,,.

packets transmitted along a virtual link are lost. Within our

testbed, we noticed non-recoverable losses along two links:,in /cavg 1S 0.4 and0.35 for v = 0.01 andu = 0.005
PDI-NBG and Unibo-Media. These non-recoverable lossesespectively. Figure 9 shows the variationeqf;,, /cqvq as
lasted for short periods of time<(5 s). Short outages can a function ofc,.q. AS cqvg iNCreases, we notice that the
occur due to a variety of problems such as routing changesiaximum value 0fc,;,, /cq0g inCreases while the mini-

or link resets. A loss distribution is said to be bi-modal mum value decreases. The minimum decreases because we
if the losses experienced in every window is zero or verynoticeself-induced lossescross some of the links thereby
high. Links with very bursty losses have a bi-modal distri- causing MulTCP to drastically reduce its sending rate and
bution. An FEC+ARQ based CLVL cannot recover a largethereby reducing,,, i, .

portion of a window of packets from a bimodal loss distri- Stability of ¢,,;,: If the underlying distribution of is sta-
bution if a long burst affects both the FEC window, and theb|e the estimated value of, ;,, will roughly be a constant.

ARQ transmissions. During our experiments, Mazu'CbalHowever under dynamic conditions, we need to continu-

experienced a bimodal loss distribution. ously re-estimate,;,, and flows need to renegotiate their
bandwidth reservations. For a given valuewpive estimate
¢min USINg O(1/u) samples ofc. As an example, given
In this section, we answer the question: What bandwidth/?Z 7 = 100 msec and. = 0.01, we can calculate,,,

guarantees are realizable on a virtual link? based on the last0/u samples (representing a history of
200 seconds). In this scenario, flows renegotiate their band-

width requirements every few minutes.

6.3 Statistical Bandwidth Guarantees

Recall that the statistical bandwidth guarantee achiev,
able along a virtual link is given by,,;, such that ) o ] )
P(c<cmin) = u, wherec represents the instantaneous Figure 8(c) shows the variation as a function of time across
bandwidth along the virtual link, andrepresents the prob- four separate virtual Iin_ks from Europe to North_ America.
ability with which the guarantee is not met. The Rate Es-/Ve make two observations: First, the value:gf., is very
timator module updates once every window of packets Stable compared to variations in the available bandwidth,

(O(RTT) sec) based on the feedback information received\cross these links;,,;, does not deviate more than?%
from the next OverQoS hop. around its mean value. Second, an on-line algorithm for

) _ estimatingc,,,;, based on past history is a reasonable ap-
Across thel71 pairs of nodes between the 19 end-hosts inyroach. While we seP(c < cmin) to be 1%, the actual

period of 7 working days. Figures 8(a) and (b) show the; 307 of the cases across all four virtual links.
distribution ofc,,,;, for u = 0.01 andu = 0.005. We make

two observations. First, the value of,;, is greater than 6.4 OverQoS Cost
100 Kbps for more thar®0% of the links.20% of the links o
are predominantly connected to broadband hosts. Seconfi;4-1 Overhead Characteristics

in many cases;.i, is at lease57% of the average through- ki re 10 shows the cumulative distribution of the over-

put along the virtual link. In specific cases,;, i; as large head for an FEC+ARQ based CLVL across #gover-
as 90% of the average throughput. The median value ofjay jinks over which we performed our measurements. For

pensive resource for RON and PlanetLab which we did not wangach link, we ran atW —TCP pipe forN = 10 and mea-
to misuse. sured the overhead required to achieve a target loss rate of
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Figure 8: (a) Cumulative distribution of the bandwidth guaramtgg acrossl00 separate measurements o88runique

overlay links measured across 7 different days from Janl4th - Jan28th. For each run along a single overlay link, we
generated between 100,000 - 300,000 packets. All measurements are taken on weak-days (many of them during working
hours). (b) Distribution of the fractiot,,;,, /c.vy across all the links. (c) Variation ef,,;,, across 4 different virtual links
between Europe and North Amerieg,;,, iS measured as an on-line estimate over a maximum previous historgiotites

(time to collect20/u samples for = P(c < ¢nin) = 0.01).

more packets in a window are lost, the recovery process

_______ will cause additional delays. Second, if OverQoS is re-
e | quired to support in-sequence delivery of packets, the loss
-~ 1 of one packet can increase the delay of other packets. Our
. o 1 implementation showed that the additional delay incurred
) at a node due to processing overhead is negligible.
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In OverQoS, we can support three different models for
‘ packet delivery: (a) No packet ordering; (b) End-to-end
N3 - Hop-hop Ordering  Slinks | (E2E) ordering between first and last OverQoS node in
1/ a path; (c) Hop-by-hop ordering. We consider a simple
scenario where an overlay path traverses multiple overlay
nodes with each link having an RTT #60 msec and ex-
Figure 11: Cascaded CLVL scenario using FEC+ARQperiencing frequent losseg,(, = 4%). Figure 11 shows
CLVLs: End-to-end ordering within OverQoS network has the distribution of the additional delay incurred due to loss
much better delay characteristics than hop-by-hop orderecovery for each of the three packet delivery models. We
ing. consider a path consisting of up to three overlay links. We
make three observations. First, end-to-end packet recovery
g = 0.1%. We notice that the overhead of FEC+ARQ is has much better delay characteristics than hop-by-hop de-
very close to the average loss-rate along the overlay linkday characteristics. Second, the additional delay incurred by
The difference between the two is the amount of FEC use@dding new OverQoS nodes along a path is limited. Third,
in the second round to protect the retransmitted packetshe additional delay is also dependent on the loss rate. The
In comparison, a pure FEC based CLVL construction farloss-rate dictates how frequently the loss recovery process
higher bandwidth. This is primarily due to the network lossis being invoked.
characteristics: the burstier the background traffic (i.e., the
longer the tail of the loss-rate distribution), the higher the6.5 Fairness and Stability
amount of FEC required to recover from these losses [22]. ) . , , i
The N-TCP pipe abstraction is built using MulTCP which

6.4.2 Delay Characteristics inherently is TCP-friendly in the aggregate with both cross
traffic and other OverQosS traffic. Figure 12 illustrates this

This section answers the question: What is the delay codact using a real-world experiment on a link between a uni-
of using OverQoS? A potential criticism of our algorithm versity node and NBG, a node behind an access network.
is that it increases the delay observed by packdisere  Three OverQoS bundles (with N=2, N=4,N=8) compete
are two reasons for this increase in delay. First, if one oon this shared bottleneck under two different scenarios:
3 hatthis is & lediti vt I(_(a) no cross-traffic, and (a) cros_s-traffic con_sisting of five

Note that this is a legitimate concern only for OverQoS pac long lived TCPs fget downloading content in parallel).
ets and not for other flows sharing links on a path.
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‘ ‘ ‘ ‘ = N=2 with TGP path. However, unlike OverQoS, all EMBAC solutions as-
winTce | Sume that all routers implement some mechanism to isolate
with TCP the admission-controlled traffic from the best-effort traffic.
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Overlay-based TechniquesSeveral papers have proposed
the use of overlay-based approaches for deploying multi-
cast [12, 21] and improving routing functionality (e.g., re-
silience, as in RON [7]). These systems are motivated in
large part by the difficulty of modifying the IP layer both
in terms of deployment and in terms of system robustness.
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Within the context of QoS, edge-to-edge congestion con-
% T trql [18], a proposal to support a limited range of bar_1d-
width services using an overlay framework, also requires

Figure 12: Three independent OverQoS links compete fomodifications at all edge routers in a domain to achieve
bandwidth on a shared bottleneck where all CLVLs are esits functionality. Service Overlay Network [13], is a re-
tablished between a university node and NBG, a node becent proposal that purchases bandwidth with certain QoS
hind an access network in Oregon. To make the graph rea@uarantees from network domains using SLAs and stitches
able, the value of is averaged over every minute. them to provide end-to-end QoS guarantees. Such an archi-
tecture would still rely on the underlying domains to meet
We make two observations. First, the three OverQoS buntheir specified QoS requirements. For streaming audio and
dles co-exist with each other and with the background trafvideo, multimedia proxies offer the services of smoothing
fic. Second, the ratio of throughputs of the three OverQod0sses [34] and selective discard/recovery of packets [37].
bundles is preserved across both scenarios. While OverQoS can leverage many of these techniques,
two issues differentiate these works from OverQoS: (a)
7 Related Work OverQoS can apply the same QoS enhancements within
the network as opposed to end-to-end; (b) streaming media
We classify related work into: (a) QoS architectures; (b)flows in OverQoS can be shaped as part of a larger aggre-
overlay-based techniques; (c) loss recovery mechanisms.gate as opposed to being treated as separate flows.

QoS architectures:OverQoS differs from previously pro- Loss Recovery:FEC and ARQ based approaches have

posed QoS architectures because it does not require Qdfen investigated in the context of packet audio, video and
mechanisms in all routers in the network. IntServ [10]Internet telephony [9]. Since the FEC constraints are dif-

requires each IP router to implement per-flow admissiorferent in these applications (recovering a fraction of pack-
control on the control path, and per-flow classification,ets may be sufficient), we may not be able to apply these
buffer management and scheduling on the data path. Simiesults directly to our setting. However, classical coding

larly, DiffServ [8, 24] requires edge routers to perform per-mechanisms used in wireless networks can potentially be
flow or per-aggregate classification, buffer managemenapplied to our problem [22, 31, 38].

and scheduling, and core routers to perform per-class op- _
erations. 8 Conclusions

OverQoS can leverage the service provided by the underlyin this paper, we show that it is possible to use overlay net-
ing network to enhance its services. For instance, within avorks to enhance Internet QoS without any support from
DiffServ domain, OverQoS may use Expedited Forwardingthe underlying IP network. Using two real-world applica-
(or premium service [24]) and provide per-flow bandwidth tions and experiments over a wide-area testbed we demon-
(and perhaps delay) guarantees. In addition, OverQoS castrate three such QoS enhancements: (a) smoothing losses;
use techniques like the one proposed in the SCORE arch{b) prioritization of packets within an aggregate; (c) sta-
tecture [35] to improve its scalability, by having only the tistical loss and bandwidth guarantees. OverQoS is able to
first OverQoS node on a flow’s path maintain state. achieve all these enhancements with litile.(5%) or no

To address the scalability problems of providing end-to-extra bandwidth overhead.

end services, several recent papers have advocated the idéénile our results suggest that OverQoS can be a viable ar-
of using endpoint measurement-based admission contrahitecture to enhance the Internet QoS, more remains to be
(EMBAC) [11, 20, 14]. With EMBAC, an end-host mea- done. Our current solution assumes that the flows’ paths
sures the network characteristics of a path and acceptsat the OverQoS level are predetermined. A natural exten-
flow only if the flow’s requirements can be satisfied by thesion would be to combine admission control and path se-

lection, e.g., to have the entry OverQoS node compute the



“best” path that satisfies a flow’s requirements at the admisfl5] A. Feldmann, P. Huang, A. C. Gilbert, and W. Willinger.
sion time. One possibility would be to use RON [32] to find

paths with better performance characteristics and to recover
from network failures. Another interesting problem would
be to determine the “optimal” placement of the OverQoS
nodes in the network. We intend to address these issues as
part of future work.
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