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Abstract—
The two key resources in an IP Telephony network are the In-

ternet Telephony Gateways (ITGs) and the IP network. These
resources must be effectively managed to simultaneously provide
good QoS to calls and maximize network resource utilization. This
paper presents two main contributions. First, we design a call
admission policy based on congestion sensitive pricing. As the
load increases, this policy preferentially admits users who place
a higher value on making a call while simultaneously maintaining
a high utilization of network resources. We derive the function
mapping congestion to price for the admission policy that maxi-
mizes revenue. Second, we design a call redirection policy to select
the best ITG to serve the call. The policy balances load to improve
network efficiency and incorporates QoS sensitivity to improve
call quality. Simulation results show the following: (i) Congestion
pricing based admission control lowers call blocking probability,
increases provider revenue, and improves economic efficiency over
a static flat-rate admission control scheme. (ii) Congestion sensi-
tivity in the redirection policy balances load across all the ITGs
while QoS sensitivity improves call audio quality. (iii) Incorpo-
rating price sensitivity in the redirection policy improves the eco-
nomic efficiency, i.e., ensures that users who pay more get higher
QoS. The techniques studied in this paper can be combined into
a single resource management solution that can improve network
resource utilization, provide differentiated service, and maximize
provider revenue.

Index Terms—
IP Telephony, Call Admission Control, Congestion sensitive

pricing, QoS sensitive routing, Blocking probability, Economic ef-
ficiency, Revenue.

I. INTRODUCTION

While Internet Telephony (IP Telephony) encompasses many
different architectures and services, the key idea is the transport
of real-time voice traffic over the Internet. The IP Telephony
architecture [1] allows the entire end-to-end path to be routed
over the Internet. In this case, the endpoints are regular personal
computers (PCs) that are equipped with IP Telephony software.
The IP Telephony architecture also allows one or both the end-
points to be connected to the PSTN (Public Switched Telephone
Network). For these cases, a portion of the end-to-end path
is routed over the Internet. This requires interoperability be-
tween the Internet and the PSTN which is achieved using gate-
ways that act as application level interfaces between the two
networks. These gateways are referred to as Internet Telephony
Gateways (ITGs) [2].

This research was supported through NSF grants NCR-9703275 and ANI-
9741668. Matthew Chapman Caesar is supported by a National Defense Sci-
ence and Engineering Graduate (NDSEG) Fellowship.

In the PSTN, voice traffic is carried over dedicated circuits
established using the Signaling System Number 7 (SS7) proto-
col [3]. As a result, the only delay suffered by the voice traffic in
the PSTN network is the propagation delay which is fixed once
the circuit has been established. On the other hand, the Internet
is still inherently a best-effort network and provides no end-to-
end bandwidth guarantees. Thus, transporting packetized voice
over the Internet can result not only in variable delays but also
losses which can cause poor audio quality at the receiver.

One important feature of IP Telephony is that it provides a
rich signaling architecture that can extend up to the endpoints
when they are PCs enabled with IP telephony software. This not
only enables new services [4] but also allows service providers
to provide differentiated services by offering tiered service lev-
els each with a different guarantee on QoS [5]. A differenti-
ated service architecture would allow service providers to im-
plement flexible and dynamic pricing policies that can maxi-
mize provider efficiency (revenue) and network efficiency (uti-
lization of network resources).

The key resources in an IP Telephony network are the IP net-
work and Internet Telephony Gateways (ITGs). Congestion in
the IP network increases delays and loss of audio packets which
degrades the quality of the received audio. As a result, paths to
different ITGs can have different QoS. ITG resources include
the protocol processing capacity and the number of voice ports.
Congestion at the ITG can add to overall audio packet delay
and increase call blocking due to unavailability of voice ports.
In order to implement the differentiated architecture the key is-
sues are (1) a call admission algorithm, (2) a load balancing
algorithm, and (3) QoS sensitive call redirection.

In this paper, we investigate the above issues as part of an
integrated resource management scheme for IP telephony net-
works. First, we study a congestion sensitive pricing based
call admission scheme in which the price charged for a call
increases with congestion at the gateway. This creates an in-
centive for users to place calls at a later time. We give a price-
congestion function for the admission control policy that maxi-
mizes provider revenue. This scheme is compared with a Flat-
rate based Admission Control (FAC) scheme and a scheme with
No Admission Control (NAC) as baseline cases. Next, we de-
sign a call redirection policy to select the ITG best suited to
serve the call based on the number of voice ports in use at the
ITG and the real-time measurement of path quality. This policy
(CQR) balances load to improve network efficiency, and incor-
porates QoS sensitivity to improve call quality. The scheme
can be tuned to become more sensitive to gateway load, which
decreases call blocking probability, or more sensitive to QoS,



which improves call audio. We improve this scheme by using
price to tradeoff between these two factors in order to improve
economic efficiency. This scheme (PCQR) is compared with a
Random Redirection (RR) scheme, in which the ITG is selected
at random.

The evaluation of the call admission and redirection schemes
is done under a realistic workload based on standard telephony
models. This evaluation is performed with respect to three mea-
sures, namely, network efficiency, provider efficiency, and eco-
nomic efficiency. Network efficiency corresponds to the block-
ing probability and the utilization of network resources. Eco-
nomic efficiency reflects the correlation between the price paid
by users and the QoS received, and provider efficiency corre-
sponds to the total revenue generated by each of the schemes.
Simulation results show the following: (i) Congestion pricing
based admission control lowers call blocking probability, in-
creases provider revenue, and improves economic efficiency
over a static flat-rate admission control scheme. (ii) Congestion
sensitivity in the redirection policy improves the capacity by
balancing load, while QoS sensitivity can greatly improve call
audio quality. (iii) Price sensitivity in the redirection policy can
be used to improve the economic efficiency. Finally, we also
investigate the effect of network topology, levels of background
traffic, and the relative percentage of RTP and background traf-
fic on the results.

The rest of the paper is organized as follows. In Section II we
discuss the IP Telephony architecture, in particular, the various
network entities and the protocols that are used in IP Telephony.
In Section III, we introduce call admission control in the form
of congestion sensitive pricing and conduct a simple queuing
analysis to investigate the effect of different methods of con-
gestion sensitive admission control. In Section IV we present
a generalized redirection model and our call redirection tech-
nique. In Section V, we discuss the experimental setup, the pa-
rameters, and the various performance measures that have been
used in the comparative analysis. The results are discussed in
Section VI. Finally, in Section VII, we conclude with a sum-
mary of the results and some future research directions.

II. IP TELEPHONY ARCHITECTURE

Figure 1 shows the components of an IP Telephony architec-
ture and the manner in which it inter-operates with the PSTN
system. A key entity in the architecture is the IP Telephony
Gateway (ITG) which provides interoperability between PC-
based IP Telephony users and PSTN endpoints. An ITG oper-
ates at the application level, with connectivity to the PSTN on
one side and the Internet on the other [2]. To connect to a PSTN
endpoint, an IP host first connects to an ITG, which terminates
the IP portion of the call and initiates a PSTN call to the PSTN
endpoint by allocating one of its many circuits (voice ports) to
the call. To perform the function as an application level proxy
each ITG is capable of initiating and terminating IP Telephony
signaling protocols, such as H.323 [6] and/or the Session Initi-
ation Protocol (SIP) [7], and also the Signaling System 7 (SS7)
protocol [3].

With large numbers of ITGs, discovery and selection of the
suitable ITG to service a call is an important problem. In this
study, we assume the TRIP (Telephony Routing over IP) ar-
chitecture [8] for the gateway location, gateway discovery, and
gateway routing problems. The key entities defined in TRIP

include the Administrative Domain (AD), the ITG, and the Lo-
cation Server (LS). The Internet is viewed as a collection of
ADs that are connected by multiple backbone networks. Each
AD contains one or more ITGs, one or more LSs, and users,
which are customers that initiate calls.

Given an ITG and a list of ITG attributes, the LS [1] finds
the best ITG for a particular call. Towards this end, each LS
maintains a database containing information about all the other
ITGs. This database is built using advertisements that are ex-
changed by the LSs. Each advertisement contains multiple at-
tributes, including (i) phone numbers serviced by the ITG, (ii)
the IP address of the ITG, (iii) the AD identification number
of the ITG, and (iv) the number of available voice ports at the
ITG. Additional information like service features, protocols,
and codecs supported by the ITG may also be part of the ad-
vertisement. In addition, the LS acquires and records statistics
regarding the average call quality achieved from calls originat-
ing in its AD to the ITGs in the system.

A typical call setup sequence with reference to Figure 1 con-
sists of the following steps:

1) When a user initiates a call, a client on behalf of the user
sends a request to the LS providing the destination phone
number and other parameters including the QoS the user
requires and the price the user is willing to pay.

2) The LS does a local database lookup to determine which
ITG will service the call. This operation can have one of
three outcomes: (i) The LS finds that the price requested
by the user is less than the admission price. In this case,
the call is denied and appropriate information is passed
back to the client. (ii) The price offered by the user is
higher than the admission price and the LS finds an ITG
which can service the call, in which case it returns the IP
address of the selected ITG to the client. (iii) The price
offered by the user is higher than the admission price, but
none of the ITGs have available resources to service the
call. In this case also the call is denied and the client is
informed of the non-availability of resources.

3) If the previous step succeeds, the client initiates a SIP
transaction to begin a session with the selected ITG. The
ITG and client then perform initial session agreements
and setup an RTP session to transfer audio data [9]. On
the PSTN side the ITG uses the SS7 protocol to setup a
circuit to the destination.

In IP Telephony, calls may originate and terminate in either
the PSTN or IP networks. Furthermore, part or all of the call
path may take place over the IP infrastructure. Any routing al-
gorithm used to determine the path must take into account the
desired QoS and the cost of the call to both the network provider
and the user. We present a call routing architecture with high
network efficiency (i.e., low blocking probabilities and high
network utilization) and high economic efficiency (i.e., it al-
locates higher QoS paths to users who place a greater value on
good audio quality).

III. CONGESTION SENSITIVE PRICING-BASED CALL

ADMISSION CONTROL

Congestion sensitive pricing is implemented in the PSTN
in the form of time-of-day pricing. However, unlike in the
PSTN, congestion sensitive pricing in IP Telephony can be im-
plemented much more dynamically particularly for net-to-net
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Fig. 1. IP Telephony architecture.

and net-to-phone calls where the network provider can exploit
the high quality user interface to indicate the cost of making a
call.

In this study, we assume a cooperative environment, in which
a single resource management scheme is implemented over all
ITGs in the network [10]. This would correspond to an IP
Telephony service provided by an ISP with Points-of-Presence
(PoPs) in a number of different geographical areas. We assume
that the total cost of the call is based on the duration of the call
and a per unit time charge which remains the same throughout
the call1.

In our congestion sensitive pricing-based call admission
scheme, referred to as CAC, the admission price depends on
the total number of voice ports in use at each of the ITGs in the
system. Each ITG occasionally sends its current load adver-
tisements to its LS, which is responsible for propagating this
information to the other LSs in the system. Each LS calculates
the total number of voice ports in use over all the gateways in
the system from these advertisements, and uses this value to de-
termine the admission price according to the price-congestion
function discussed below. The LS offers a lower price to callers
when there are many voice ports free, i.e., when the system is
under-utilized, and increases the admission price as the number
of ports in use increases. For simplicity, we assume the user of-
fers a bid during call setup uniformly distributed between 5 and
15 cents per minute, or between 15 and 45 cents for an average
3-minute call.

There are two important aspects of this scheme. The first
is the manner in which the congestion is measured. In this
study, we measure the congestion using an exponential aver-
aging scheme [6]. The average number of voice ports in use
at each ITG is recalculated every time a connection is made to
or leaves from the ITG. The second important aspect of this
scheme is the function that maps the congestion to the price
that the system offers, referred to as the price-congestion func-
tion[12].

A. Analytical Model

We develop a queuing model to determine the price-
congestion function that maximizes revenue generated by the
provider2. The network consists of � voice ports and is modeled
�
When the call is made from a PC, the caller may be provided real-time

information on the cumulative cost based on which the caller may limit the
duration of the call [11]. In this study, we do not consider such a scenario.�

Determining the price-congestion function with the best performance in a
real-world IP Telephony system is a very difficult problem due to the complex-
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Fig. 2. State transition diagram of the network under CAC.

as a � server loss system. Arrival of call requests follow a Pois-
son process with rate

�
. Without loss of generality, we assume

the user is unaware of the current system price and that each call
request comes with a price � that the user is willing to pay which
is uniformly distributed between ����� 	�
� and ��������
� cents per
minute, or between ����� 	 and ������� for a three minute call.

In CAC, as more voice ports are utilized, fewer users’ bids
will be greater than the price charged by the system, causing a
larger number of calls to be blocked. This corresponds a queu-
ing system with discouraged arrivals. The probability a user
will be discouraged and not accepted into the system is state de-
pendent and depends on the price-congestion function. Let ���
be the probability that in state � an arriving call is rejected by
the system because the user’s bid is lower than the current ad-
mission price for that state, denoted by ��� . Hence, ����������� �
is the probability that a call is accepted into the system and the
effective arrival rate in state � is �!�#" � .

Using standard techniques [13], it can be shown that �$� , the
probability that the system is in state � , is given by

�����%�'&�"
�)($*+
� ,-&

. ���/� ��01" �.32-4 � 0�"6587 (1)

where

�'&9� �
� 4;: 	<($*��,1*>= �)($*� ,-&%? *@(�ACB3DFE G? � H1*CDFE IKJ

(2)

The total revenue is equal to the probability of the system
being in a particular state, multiplied by the revenue earned in
that state and the duration of time under which the system was
operating. Therefore, the total normalized revenue L earned by
the system over some duration M is given by:

ities in user modeling. However, this analysis allows us to more rigorously
compare CAC with the other admission control schemes.
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Note that L is not equal to the actual revenue, as it is cal-
culated based on �� . The actual revenue may be calculated
by substituting � � for � � , where �9� is the admission price
in state � . Since the user’s bid is uniformly distributed be-
tween ������� and ����� 	 , it is easily shown that � � is equal to
� �9" . ������� � ����� 	'0 4 ����� 	 .

We consider the following three types of price-congestion
functions:

1) Linear: Here � � is a linear function of � , i.e., � �8�� " � 4�� . � was fixed at � , and � was varied to determine
the linear function that generates the maximum revenue.

2) Stepwise Linear: We consider a stepwise linear function
of the form �9� ��� .	� � 
�� 0 , where � is a function relating
� to the price and  is the horizontal length of the step. In
our study, we choose  ��� and vary � to determine the
stepwise function that maximizes revenue.

3) Exponential: Here we consider an exponential price-
congestion function of the form �����'"�� �#E � 4�� . Both �
and

�
are varied to determine the function that maximizes

the revenue.  was chosen to make the � intercept close
to zero.
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Fig. 4. Price-congestion function used in this study.

From the analysis we observe that when the offered load and
the number of voice ports are varied, the exponential function
outperforms the other two functions. We also note that that
the stepwise linear function performs almost as well as the ex-
ponential function. Finally, each of the best performing func-
tions begins charging the maximum system price well before

the system reaches peak utilization. This shows the importance
of maintaining excess capacity to service high paying callers
during times of heavy load in expectation of later bursts of traf-
fic. The exponential function that yielded the maximum rev-
enue is shown in Figure 3. Our CAC implementation utilizes
the discretized exponential price-congestion function shown in
Figure 4. This approximation is necessary to limit fluctuations
in the admission price.

B. Baseline Schemes

We consider two admission control schemes as baseline
cases. First, we consider a Flat rate based Admission Control
(FAC) scheme. In this scheme the admission price is a fixed
per unit time charge. The cost per minute does not vary and
is set at 10 cents per minute. Since the average call holding
time is assumed to be a negative exponential distribution with
a mean of 3 minutes, the average cost of each call is 30 cents.
In this scheme, the advertisements are sent out only when the
ITG enters or leaves a state in which it is fully utilized. This
is opposed to sending out advertisements whenever the number
of voice ports in use changes. Second, we consider an alternate
baseline case in which all calls are admitted, referred to as No
Admission Control (NAC). Under this scheme, the average call
price is set to 15 cents per minute.

IV. REDIRECTION SCHEMES

The LS maintains a table of the average path quality to, and
the current number of voice ports in use at each gateway in the
system. Admitted calls are assigned to different gateways by
selecting an entry from this table. There are several schemes
which the LS may use to perform this assignment. In this sec-
tion, we first introduce two existing simple redirection schemes.
We compare these schemes to a simple Random Redirection
(RR) technique that selects the servicing ITG at random. We
then present a generalized redirection model based on the best
features of each of the schemes.

A. Congestion Sensitive Redirection (CR)

Congestion sensitive redirection has been previously used to
balance load on a connection level granularity across a set of
replica servers [31] [14] [15]. We adapt these techniques for
use in our system. We consider a Congestion Sensitive Redi-
rection (CR) scheme in which calls are redirected to the least
loaded ITG in the system. Unlike RR, CR can dampen oscil-
lations and can more effectively balance across heterogeneous
gateways. However, it relies on propagation of load information
which may be out of date and is hence less resilient to sudden
overloads.

Each ITG advertises its congestion, measured as the number
of voice ports in use, to its local LS. The LS then propagates this
information to the other LSs. A LS may have out-of-date state
information for a particular gateway due to delayed or dropped
advertisements. To reduce control traffic, an ITG advertises its
load to its local LS whenever the congestion rises above or falls
below a threshold. In this study, we chose to place thresholds
at multiples of 5 voice ports. Experimental results showed per-
formance had little sensitivity to the distribution or number of
these thresholds.



B. QoS Sensitive Redirection (QR)

In the current best-effort Internet, audio packets can be
dropped or delayed depending on the path quality between the
source and the destination. This will affect the quality of the
received audio. Other factors, such as jitter, protocol errors,
and codec delays also affect the received audio quality [16]
[17]. We consider a QoS Sensitive Redirection (QR) scheme
in which calls are redirected to the ITG which has recently pro-
vided the best QoS to callers, in an attempt to maximize call
QoS. For simplicity, we assume that the majority of QoS degra-
dation takes place between Administrative Domains (ADs), and
not in the network path between the client and its AD. Although
the access network sometimes accounts for significant quality
degradation in today’s Internet due to underprovisioning, no
redirection scheme can mitigate this loss in quality.

One important aspect of this scheme is the mechanism used
to measure the quality of the received audio as a function of
the losses and delays of audio packets in the network [18] [19]
[20]. In this study, we use the Mean Opinion Score (MOS) for
audio quality [19]. This measure is based on scores given by
participants on the quality of the received audio as the type of
codec and packet loss rates are varied. We calculate the received
audio quality as a function of the number of lost RTP packets
based on the study done in [19].

The statistics of packet loss are obtained through the Sender
Reports and Receiver Reports in the RTCP protocol, which is
part of the RTP session [9]. Each ITG maintains a window
of these reports to all other ITGs in the network. These path
qualities are then used to estimate the MOS.

C. Congestion and QoS Sensitive Redirection (CQR)

We define a generalized redirection scheme, called Conges-
tion and QoS Sensitive Redirection (CQR), that combines the
best features of each of these schemes. To the best of our knowl-
edge, this work is the first to propose such a scheme. The key
idea behind CQR is to choose a gateway based on both the num-
ber of voice ports in use and the expected quality of the received
audio, in a manner that is resilient to sudden overload condi-
tions. We define the Redirection Metric (Rdm) for gateway

2
as

follows:
L�� � � �������%� 4 . �����10	��
�� 7 (4)

Where �%� is the latest estimate of the number of voice ports in
use at gateway

2
, and 
 � is the latest estimate of the audio qual-

ity at gateway
2
. Both 
 � and �%� are normalized to a value

between 0 and 1 by dividing their measured values by their
maximum possible values. The LS calculates the Rdm for each
ITG in the system, sorts the ITGs in order by Rdm, and chooses
randomly from the � ITGs with lowest Rdm. Note that when
� is equal to the number of gateways in the system, CQR be-
comes RR. When �%� � , CQR becomes CR, and when �%� � ,
CQR becomes QR. We can hence use the variable � to trade off
between load balance and protection against sudden overloads,
and the variable � to trade off between call quality and load
balance. We also consider a version of CQR in which beta is
inversely proportional to the user’s bid, called Price-based CQR
(PCQR). In particular, we set � � .�� � �� 0 
� � , where  is the
user’s bid price. The aim is that users with high bids should be
allocated higher quality paths, and users with low bids should
be redirected so as to balance the load.

V. SIMULATION MODEL

The experimental setup used in our study adopts the architec-
ture proposed in TRIP [8]. Our simulation architecture, shown
in Figure 1, is implemented as a modified version of the ns-2
simulator [21] [22]. Over the base functionality implemented
in ns-2, we implemented an ITG module, an LS module, and a
user module based on the description given in Section II.

A. User and Server Models

This experimental study is based on a user model in which
users expect to get the best quality of service that is available
for some maximum price that they are willing to pay. During
connection setup, the user offers a particular price, which the
LS uses to perform call admission. If the call is admitted, the
LS then redirects the call to an ITG that has available voice
ports.

B. Network & System Parameters

Fig. 5. The Qwest National IP backbone from 1999.

The results presented below are based on the following net-
work and system parameters.

1) Simulation analysis is carried out on two network topolo-
gies: (1) The Qwest United States IP backbone from
1999 as shown in Figure 5 with an AD placed at each
of the 14 Points-of-Presence (PoPs) [23], and (2) the Ex-
cite@Home OC-48 IP backbone with an AD at each of
the 29 @Work Super Nodes [24]. The topology charac-
teristics differ in several respects, for example, the av-
erage distance between ITGs in the Qwest network is
lower. Unless otherwise stated, results are acquired from
the Qwest network topology.

2) The call arrival in each AD follows a Poisson process
with rate

�
calls per second. This parameter is varied

to study the sensitivity of the results to the offered load.
Call holding time follows a negative exponential distribu-
tion with mean 180 seconds. These parameters are based
on standard telephony traffic models.

3) Each ITG has 56 voice ports.
4) The background traffic in each link follows a Pareto dis-

tribution with a shape parameter of 1.2 and with mean
link utilization uniformly distributed from 30% to 60%
[25]. Sensitivity to the level of background traffic is con-
sidered.

5) The voice traffic is modeled by an exponentially dis-
tributed ”on-off” Markov modulated process utilizing a



G.723 codec [6]. RTP traffic is tuned to constitute 1% of
the total traffic [26]. Sensitivity to this percentage is also
studied. Finally, we considered a playback buffer of 300
ms, and a packet is considered lost if it is not received
within 300 ms of being sent. The International Telecom-
munications Union (ITU) defines this value to be the re-
quired maximum delay time for voice communication.

6) The ITGs are replicated and calls can be serviced by any
ITG. Furthermore, all calls cost the same, i.e., unlike in
the PSTN, there is no difference between local calls and
toll calls.

7) � is the filter gain used in the exponential averaging
scheme to computer the mean number of voice ports at
an ITG. In this study we set �/���

J
� .

C. Performance Metrics

To compare the various management strategies we use the
following three performance measures.

1) Provider Efficiency: This is the total revenue generated,
and is measured as the total call revenue averaged over
all ITGs.

2) Economic Efficiency: A management strategy is eco-
nomically efficient if it ensures that callers who place a
higher value on services are allocated resources before
callers that place a lower value on those services. Further-
more, callers with higher bids should be allocated higher
quality paths over users with lower bids. A strong corre-
lation between price paid and QoS achieved shows that
users who are willing to pay a high price tend to be allo-
cated paths with good service quality over users who offer
a lower bid, which causes user benefit to be maximized
in our user model [27]. We use simple linear regression
techniques to find the correlation coefficients between the
price charged to the user and the blocking probability and
received audio quality.

3) Network Efficiency: This is the call blocking probability.
A call can be blocked due to two reasons: (1) It could
be blocked at the LS. This could happen if the LS cannot
find an ITG that can service the call. Note that the call
could be blocked either because all ITGs are busy, i.e.,
no free voice ports at any of the ITGs (NFP), or because
there is no ITG that is willing to service the call at the
price offered by the user (OPR). (2) It could be blocked
at the ITG (GRC). This could happen if the LS has out-
dated/incorrect load information about the ITG. Thus, the
LS initiates a call setup to an ITG which actually has no
voice ports available. GRC and NFP blocks are less de-
sirable than OPR blocks, as they are not caused by price
based admission control and might cause a high paying
user to be denied service.
We additionally measure the average service distance and
average audio quality achieved by callers in each of the
schemes to investigate how well resources are utilized.
The service distance is defined to be the number of inter-
mediate network hops between the user and the ITG used
to service the call.

a) Average Service Distance: This is the average dis-
tance in terms of the number of hops between the
user and the ITG that services the call.

b) Received Audio Quality: This is the average audio
quality in terms of MOS measured at the receiver as
discussed in Section IV-B.

VI. RESULTS AND DISCUSSIONS

We collect performance metrics in a manner that ensures the
system reaches a steady state. While experiments are conducted
for 90 minutes, the results presented in this paper are based on
system state sampled during the last 60 minutes of each exper-
iment. This is done to eliminate the effects of cold start [28].

A. Admission Control

An admission control scheme has three desirable properties.
It should maximize network efficiency by allowing as many
calls as possible into the system. It should maximize economic
efficiency, i.e., as resources become limited it should preferen-
tially admit users who place a higher value on making a call.
It should maximize provider efficiency by generating as much
revenue as possible. In this section we compare Flat Admission
Control (FAC) and Congestion Sensitive Admission Control
(CAC). We fix the redirection scheme as QoS Sensitive Redi-
rection (QR). We refer to the resulting schemes as QR+FAC
and QR+CAC, respectively.

1) Network Efficiency: Unlike in the PSTN, we can use the
rich signaling network to implement complex pricing policies.
To achieve good network efficiency and mitigate overload con-
ditions, we use congestion sensitive pricing to perform call ad-
mission.
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Fig. 6. Average blocking probability as a function of offered load.

Figure 6 compares the call blocking probability as a function
of the offered load for the two management schemes. Table I
tabulates the various components of the blocking probability.

In QR+FAC, the blocking probability of a call is about 50%,
regardless of the offered load. Since the price of a call is fixed
at 30 cents and the user’s bid is uniformly distributed between
15 and 45, half of the calls are blocked in this scheme. The
effective voice port utilization is low and there are always free
ports available for users who offer higher bids. Consequently,
as seen in Table I, all calls blocked in this scheme are blocked
due to overprice, i.e., OPR blocks.

In QR+CAC, the price changes dynamically with load. At
low loads, the average price is low, allowing more calls to be
serviced than in QR+FAC. With higher offered load, the num-
ber of blocked calls increases. However, as can be seen from
Figure 6, the blocking probability for QR+CAC never exceeds



TABLE I
COMPARISON OF DIFFERENT TYPES OF BLOCKING PROBABILITIES (P(OPR/NFP/GRC) � BLOCKING PROBABILITY DUE TO OPR/NFP/GRC).

Management Load = 0.3 Load = 0.5 Load = 0.7 Load = 0.9
Strategy P(OPR) P(NFP)+ P(OPR) P(NFP)+ P(OPR) P(NFP)+ P(OPR) P(NFP)+

P(GRC) P(GRC) P(GRC) P(GRC)
QR+FAC 0.480 0 0.477 0 0.489 0 0.479 0

CQR+CAC 0.002 0 0.144 0 0.154 0 0.261 0

that of QR+FAC. This happens because the price-congestion
function of QR+CAC admits a large number of calls, causing
a higher system utilization. Although the system has high uti-
lization, the price-congestion function effectively prevents the
system from overload, and hence no calls are blocked due to
NFP (no free voice ports) or GRC (gateway rejected call setup).
At low loads, the price-congestion function generates a low ad-
mission price, allowing almost all calls to be admitted.
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Fig. 7. Average received audio quality of calls as a function of load.
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Fig. 8. Average service distance of calls as a function of load.

2) Economic Efficiency: At high loads, congestion arises
in terms of high demand for voice ports at the ITGs, which
increases the call blocking rate. Our system preferentially al-
locates voice ports to users with high bids over users with low
bids by increasing the call admission price during times of over-
load. We consider two metrics to compare the economic effi-
ciency of the different management schemes: the relationship
between admission probability and price paid, and the average
audio quality achieved.

� Average QoS Achieved: Figures 7 and 8 show the rela-
tionship between the average received audio quality and
service distance as a function of the load for each of the

resource management schemes with price based admis-
sion control. We observe that QR+FAC provides excel-
lent quality for all calls, since all calls are terminated lo-
cally due to the large number of OPR blocks under this
scheme as shown in Figure 8. QR+CAC also provides
an excellent audio quality, as low paying calls tend to
be blocked and high paying calls can be satisfied locally.
The received audio quality does not vary with load, as
our price-congestion function does a good job of block-
ing a larger number of low paying calls when load in-
creases. This keeps the system from becoming overuti-
lized and hence forces calls to use paths with poor quality.
As load increases, the greater the demand for high QoS
paths, and hence the smaller the percentage of calls that
can be handled locally. However, a large percentage of
calls that would have been allocated paths with poor qual-
ity are blocked, keeping audio quality constant across load.
QR+CAC provides lower audio quality than QR+FAC due
to the higher system utilization. All the high QoS paths
become allocated forcing calls to travel farther from the
local ITG.

� Relationship between Price and Admission Probability:
We measure the relationship between the user’s bid price
and the probability that the user is admitted into the sys-
tem by calculating the correlation coefficients of the two
variables. In QR+FAC, all calls with a bid price greater
than 30 cents are admitted, and all other calls are blocked
by the system. This results in a strong correlation of
0.866 regardless of offered load. However, this correla-
tion is achieved by unnecessarily blocking a large number
of calls. We find that QR+CAC also had a very strong
relationship between the two variables. However, the cor-
relation coefficients for this scheme are slightly less than
than that of QR+FAC under all loads due to the fact that
the admission price fluctuates with load. A sudden burst
of call traffic causes the admission price to raise, blocking
high paying users. If a statistical fluctuation suddenly de-
creases the amount of call traffic, the admission price will
drop, allowing more low paying calls to be admitted into
the system. In this manner, callers with a low bid now have
a method to “sneak in” and acquire a set of voice ports at
a low price. More detailed information is available in our
technical report [28].

3) Provider Efficiency: We achieve provider efficiency by
making the admission price congestion sensitive. This allows
us to run the system at high utilization and allocate voice ports
to users who are willing to pay more. In Figure 9 we compare
the total revenue generated from each scheme. For QR+FAC,
the revenue increases linearly with load. This is not surprising
to find since in this model prices do not fluctuate with load.
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Fig. 9. Total revenue as a function of load.

Since a call is equally likely to be blocked regardless of load in
this scheme, the total revenue will be a function strictly based
on the number of calls coming into the system.

In QR+CAC we find a similar effect: the more traffic coming
into the system increases the number of calls that are handled,
causing revenue to increase. The total revenue generated by this
scheme is higher than that of QR+FAC for high load, since the
admission price increases with load. The total revenue is higher
than that of QR+FAC for low load for a less intuitive reason.
At low loads, we block much fewer calls than in QR+FAC. Al-
though we tend to charge a lower price per call, we service more
calls and hence generate more revenue. Our analysis explains
this result: the admission price for a particular system load is
designed to generate the maximum amount of revenue.

B. Redirection Schemes

Once a call is admitted into the network it should be redi-
rected to the gateway best suited to provide service. Such a
redirection scheme has two desirable properties. First, it should
maximize network efficiency by achieving a balanced load and
dampening oscillations. Second, it should maximize economic
efficiency by ensuring that calls with high bids acquire high
quality paths ahead of calls with lower bids. In this section we
compare the following redirection schemes: Random Redirec-
tion (RR), Congestion and QoS Sensitive Redirection (CQR),
and Price-based CQR (PCQR). We use No Admission Control
(NAC) for all results shown in this section. We refer to the re-
sulting schemes as RR+NAC, CQR+NAC, and PCQR+NAC,
respectively.

1) Network Efficiency: To maximize network efficiency, it
is necessary to have a load balancing policy to prevent oscil-
lations in call traffic to each of the ITGs. This policy must be
distributed in nature, as it must run across multiple LSs with
potentially out of date information. We hence use congestion
sensitive redirection to balance call traffic over the set of ITGs,
thereby increasing the number of calls that can be admitted into
the system.

In Figure 10, we measure the blocking probability of the two
redirection schemes. We use � to tune the relative weights of
congestion and QoS sensitivity (note that CQR with � � � is
the same as CR). RR+NAC does not take � as a parameter and
hence is shown as a flat line.

As the level of congestion sensitivity is increased in the hy-
brid scheme, the call blocking probability decreases signifi-
cantly. The strictly QoS sensitive scheme causes many calls
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Fig. 10. Average blocking probability as a function of
�

.

to be routed to a few ITGs in the center of the network topol-
ogy that provide good QoS to all callers. Sudden increases in
call traffic make these ITGs more likely to saturate, resulting in
larger numbers of blocked calls due to GRC. Larger amounts
of congestion sensitivity cause the load to be more evenly dis-
tributed across the set of ITGs, thereby decreasing the blocking
probability. Hence, some amount of congestion sensitivity is
necessary in the redirection scheme in order to increase system
capacity.

Surprisingly, the call blocking rate increases slightly as we
increase the relative weight of congestion sensitivity from � �
�
J

�
to � � �

J
� . This happens because adding QoS sensitivity

causes calls to be routed to closer ITGs. Advertisements sent
by these ITGs are less likely to be dropped or delayed by the
IP network, and hence calls directed toward these ITGs are less
likely to result in a blocked call. Furthermore, although we see
smaller values of � result in better performance, smaller values
also cause an increased sensitivity to sudden overload condi-
tions. Experimental results showed � � � to be a reasonable
tradeoff.

At high loads, statistical fluctuations can cause all voice ports
at certain ITGs to saturate due to sudden influxes of calls. This
change in system state is reflected as NFP and GRC blocks.
This can be explained by noting that the system can exist in one
of the following two states: (1) When there is at least one ITG
with no free voice ports. In this case no incoming call will be
blocked. (2) When none of the ITGs have free voice ports. In
this case all incoming calls will be blocked. NFP blocks can
only occur if the system is in State 2. Because of the large
amounts of background traffic, advertisements indicating that
the ITG is full can get dropped or delayed, and hence state 2
tends to be manifested by GRC blocks. The large relative per-
centage of GRC type blocks emphasizes the importance of con-
gestion sensitivity in a redirection scheme when the IP network
is heavily loaded.

2) Economic Efficiency: The IP network is not homoge-
neous and hence flows traversing different paths in the network
may experience widely varying levels of QoS. Flows passing
through congested areas of the IP network sustain high packet
loss, thereby decreasing call quality. Our system allocates high
quality paths to users with high demand over users with less
demand by performing call redirection based on price.

1) Average Call QoS: Figure 11 shows the average audio
quality achieved in the hybrid scheme without call ad-
mission control. We notice that QoS sensitivity can sig-



0 0.2 0.4 0.6 0.8 1
Beta

0

1

2

3

4

5

Qo
S [

MO
S]

CQR+NAC k=1
CQR+NAC k=3
CQR+NAC k=6  
RR+NAC

Fig. 11. Average call quality achieved as a function of
�

.

0 1 2 3 4 5
Background Traffic Multiplier

0

1

2

3

4

5

Qo
S [

MO
S]

CQR+NAC beta=0
CQR+NAC beta=0.2
CQR+NAC beta=0.5
CQR+NAC beta=0.9   
CQR+NAC beta=1
RR+NAC

Fig. 12. Average call quality achieved as a function of cross traffic for ����� .
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nificantly increase the average call quality. For example,
quality increases from a poor MOS of 3 to a good MOS of
4.5 for CQR when � � � . This happens because the LS
can leverage QoS sensitivity to distinguish between ITGs
with nearly equal levels of congestion based on their re-
spective path qualities. Although smaller values of � im-
prove performance, they decrease resilience to sudden
overload conditions. Figure 12 shows how QoS sensitiv-
ity can improve resilience to IP network congestion. We
also observe that congestion sensitivity offered a similar
benefit in terms of blocking probability under increased
offered load. It is interesting to note that a relative weight
� in the range

� �
J
�

J J
�
J
�	�

offers both a very high QoS and
a very low blocking probability. This shows that we can
achieve the benefits of congestion sensitivity with QoS
sensitivity in a single hybrid redirection scheme. Addi-
tional experiments showed that there existed a good op-
erating point for the system under a variety of different
parameters, although the best value of � varied.

2) Relationship between Price and Audio Quality: We mea-
sure the relationship between the bid price of the user
and the audio quality achieved by calculating the cor-
relation coefficients of the two variables. In RR+NAC,
all calls are terminated at an ITG independently of the
bid price. Hence, all calls receive the same average au-
dio quality and so the correlation coefficients are close
to zero under this scheme. The correlation coefficients
under CQR+NAC are also close to zero for the same rea-
son. We find that adding price sensitivity to the redirec-
tion method in PCQR+NAC results in correlation coeffi-

cients close to 1. This happens because users with higher
bids are assigned a lower value of � under this scheme,
resulting in higher quality calls. Low paying users are
redirected to more distant ITGs, leaving higher quality
paths available for high paying users and decreasing the
blocking probability for all users. Furthermore, we no-
tice that the correlation improves with load under this
scheme. At low load, most ITGs had small numbers of
voice ports in use. This causes the QoS sensitive compo-
nent of the scheme to have a larger effect, thereby giving
good QoS to all calls and decreasing the correlation. Note
that this is a desirable result, as at low loads congestion
sensitive redirection becomes unnecessary. Furthermore,
these schemes are particularly susceptible to overload due
to the lack of call admission control. Since the large num-
ber of blocks occurs independently of price, economic ef-
ficiency is also reduced in the sense that many high pay-
ing calls are blocked. This shows the importance of an
effective admission control scheme. More detailed infor-
mation is available in our technical report [28].

3) Provider Efficiency: RR+NAC and CQR+NAC gener-
ate revenue that rises linearly with load. This happens because
we charge all callers the same fixed rate. In PCQR+NAC, we
achieve provider efficiency by charging users more for access
to higher quality paths. This allows the system to generate more
revenue from these paths from users with high bids, while still
generating revenue from users with low bids on the lower qual-
ity paths. This scheme generates more revenue than all the other
redirection schemes under high load. This is because the sys-
tem is always providing a wide range of prices for incoming
calls. For example, if a caller with a high bid enters the system
it will likely be handled at the home ITG which will allow the
system to charge the maximum possible amount for the call. In
addition, we block very few calls, and of those which are not
blocked we can charge a price very close to the bid.

C. Sensitivity to the Network Parameters

To investigate the sensitivity of our main results to changes
in network parameters, we vary the network topology and the
percentage of RTP traffic of the total traffic load. The following
is a summary of the main observations.

� We carried out simulations based on the Excite@Home
topology mentioned earlier. The larger network diameter
causes the average service distance to rise for all schemes.
However, the average audio quality also increases with
load. Due to the larger number of ITGs in the system, each
LS has a larger number of entries for ITGs with a partic-
ular load, and can choose the best from a wider range of
path qualities to serve the user. Furthermore, the larger
network diameter causes the number of GRC blocks for
CQR+NAC to increase significantly with load, causing
revenue to drop. Calls that would have been directed to
ITGs via a poor QoS path tend to get blocked first, causing
the average received audio quality to improve with system
load under this scheme.

� RTP traffic is by nature less bursty than the Pareto dis-
tributed background traffic. Hence, as we increase the rel-
ative percentage of RTP traffic, the average received au-
dio quality achieved by each of the management schemes
increases. However, the average received audio quality



in PCQR+NAC decreases, as each LS now has a smaller
number of entries for ITGs under a particular load. This
causes the congestion sensitive component of CQR to have
a larger effect, thereby forcing a larger number of calls to
be pushed to ITGs offering a poor QoS. Furthermore, in-
creasing the offered load causes the average call quality to
decrease. Since RTP traffic now constitutes a larger per-
centage of total network traffic, increasing the number of
calls in the system has a significant effect on IP network
load. This effect is smallest for the schemes with admis-
sion control, due to the large number of OPR blocks.

VII. CONCLUSION

The underlying client-server architecture in IP Telephony al-
lows service providers to enable new services and efficiently
manage network resources. In this paper, we presented a com-
parative study of a few simple but representative resource man-
agement strategies that take into account both network resource
congestion, the QoS requirements of the users, and the price
that the users are willing to pay for a certain QoS. For the cur-
rent best-effort Internet, we introduced two congestion sensi-
tive call redirection mechanisms. We introduced an admission
control policy that changes price based on network resource uti-
lization to avoid system overload. The results show that adding
QoS sensitivity to congestion sensitive redirection maximizes
resource utilization while simultaneously maximizing the eco-
nomic efficiency, i.e., it provides higher QoS to users who are
willing to pay for it. We compared a hybrid redirection scheme
that takes into account the fact that the quality of received au-
dio depends on the characteristics of the path chosen by the
network with a simple flat and congestion sensitive redirection
techniques.

There are many items that need further investigation. Firstly,
there are different ways to combine CS and QoS sensitivity into
a single resource management model; these approaches need
to be compared to determine their relative strengths and weak-
nesses. Secondly, the problem of ITG placement in wide area
networks needs to be addressed. Thirdly, the study needs to be
carried out using more realistic user models. Finally, it would
be of some interest to simulate a competitive network where
management schemes can differ at each administrative domain.
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