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Internet Hierarchy from Multiple Vantage Points (Sharad Agarwal)

The delivery of IP traffic through the Internet depends on the complex interactions between thousands of Autonomous Systems (ASes) that exchange routing information using the Border Gateway Protocol (BGP). We investigate the topological structure of the Internet in terms of customer-provider and peer-peer relationships between ASes, as manifested in BGP routing policies. We infer AS relationships by exploiting partial views of the AS graph available from different vantage points. We find that 93% of relationships are provider-customer, and 5% are peer-peer. Next we apply the technique to a collection of ten BGP routing tables to infer the relationships between neighboring ASes. Based on these results, we analyze the hierarchical structure of the Internet and propose a five-level classification of ASes. Our analysis differs from previous characterization studies by focusing on the commercial relationships between ASes rather than simply the connectivity between the nodes. AS relationships, and the associated routing policies, have a significant impact on how traffic flows through the Internet. An understanding of the structure of the Internet in terms of these relationships facilitates a wide range of important applications. For example, consider a content distribution company that has a choice of placing replicas of a Web site in data centers hosted by different ASs. The company can identify the IP prefixes and ASes responsible for a large portion of the traffic from the site. With an accurate view of the connectivity and relationship between ASes, the company can identify the best locations for its replicas. Similarly, a new regional ISP can evaluate which set of upstream providers can give it best connectivity to and from the Internet.

Overlay Policy Protocol to Augment BGP (Sharad Agarwal)

We make a case for separating inter-domain routing and inter-domain traffic engineering. We propose to do this by designing a new overlay protocol for policy distribution and negotiation. This overlay protocol will co-exist and interact with the existing inter-domain BGP routing protocol. We motivate this separation by analyzing trends in BGP routing tables from the end of 1997 to the present day. Today, inter-domain routing tables are being polluted by attempts at wide area traffic engineering. There has been an increase in the number of points where policy is imposed. Customer bases that were previously connected to the Internet via a single ISP are now using multiple ISPs. This is driven by the need for error resilience, especially since Internet connectivity has become an essential component of many institutions. To achieve fault tolerance and to load balance multiple links, customer AS's are now exporting multiple redundant routes into BGP. The redundant route announcements contribute to the rapid BGP table growth, which can potentially impede the speed and effectiveness of commercial BGP routers. In addition, delayed BGP convergence can limit the granularity at which load-balancing and other policies can be applied or altered. We propose a new overlay policy protocol (OPP) that will co-exist with the current BGP to address these issues.

A Study of VoIP Gateway Selection Techniques (Matt Caesar)

We present a comparative study of simple but representative call-routing techniques for an IP Telephony service. For the current Internet, we introduce a QoS sensitive redirection mechanism that chooses call paths based on real-time measurements of the path quality. We compare this with a congestion sensitive redirection technique, in which call paths through Internet Telephony Gateways (ITGs) with low load are favored, and a hybrid scheme that combines congestion and QoS sensitivity. Experimental results show that: average call quality is high under the QoS sensitive scheme. However, the ITGs suffer from large fluctuations in load, leading to larger numbers of blocked calls. Congestion sensitive redirection can then reduce call blocking by dampening load fluctuations. Unfortunately, it does so by decreasing the average call quality. Thus, the combination of QoS sensitive and congestion sensitive redirection is quite effective and incorporates the best elements of both: it has a low blocking probability while retaining a high call quality. Finally, we consider variants on the hybrid scheme to improve resilience to flash crowds and increased levels of background traffic.

On the Stability of Network Distance Estimation (Yan Chen)

Wide-area network measurement and monitoring has gained more attention because it can benefit new applications and services (e.g., VPN management and provisioning, peer-to-peer file system, overlay routing/location, mirror selection, cache-infrastructure configuration, and service redirection/placement). Existing work does not address the monitoring site placement/selection problem or the stability of estimation accuracy with real Internet measurement data. We propose a novel overlay distance monitoring service: Internet Iso-bar, which clusters hosts based on the similarity of perceived distance to other hosts and then selects the centers of clusters as monitors. We assume no knowledge of the underlying network topology. We evaluate it in term of prediction accuracy and compare it with other distance estimation techniques, such as Network Distance Map and Global Network Positioning (GNP) with real Internet measurement data. We evaluate the stability of prediction accuracy for these methods with varying time intervals: from daily, weekly, monthly to six-monthly. The results show that static approaches, such as GNP, have better overall prediction accuracy and stability. However they suffer very expensive computation and communication cost for update, and thus cannot capture the congestion or path outage. Our current work focuses on analyzing and clustering end hosts based on their congestion/failure correlation. We then examine how effectively the monitors can report timely congestions or path outage for their clusters. We plan to apply our Internet Iso-bar to cluster these agent nodes so that the number can be reduced, but still accurately represent the majority of end-user performance for a reasonably stable period.

On the Clustering of Web Content for Efficient Replication (Yan Chen)

There has been an increasing deployment of content distribution networks (CDNs) that offer hosting services to Web content providers. How to efficiently provision these is a crucial and challenging issue. Previous work has proposed algorithms to choose replica locations for optimizing user perceived performance. We focus instead on what content to replicate. We find that replicating hot data at a finer granularity yields better performance than full site replication. Replicating content in units of URLs can yield 60-70% reduction in latency. However, it is expensive to perform fine-grained replication. We propose to replicate content in units of clusters, where each contains objects with similar access patterns and which are likely to be requested by clients that are topologically close. We describe two clustering techniques, and use various topologies and several real traces from large Web servers to quantify the performance of replication scheme. We achieve 40-60% improvement over full Web site replication. In addition, we study the stability of our clustering-based replication. As newly popular URLs are always emerging, static clustering doesn’t work. We propose incremental clustering, which adapts to dynamic changes in the content of interest. It exhibits a good balance between the overall client distance, and the cost for reclaiming cold URL/cluster replicas and replicating new URLs. By adjusting the number of clusters, we can smoothly tradeoff the management and computation cost to achieve better client performance.

A General Auction-based Architecture for Resource Allocation (Weidong Cui, Matt Caesar)

We present a framework for resource allocation based on auctions. We leverage (i) application awareness to achieve the performance metrics desired by the application (ii) prediction to preallocate resources based on expected demand, and (iii) a control channel to exchange information between the client and the allocator to improve resource utilization. We design a scheme that is (i) general: can be used in many application contexts, (ii) flexible: can be used under a variety of workloads, (iii) efficient: provides high resource utilization with low overhead, (iv) responsive: adapts quickly to client demand, and (v) fair: provides weighted proportional fairness to client requests. Preliminary simulation results show that the simple auction-based allocation techniques we propose can be used to achieve these goals with promising performance. High resource utilization, low delay, and weighted proportional fairness in terms of delay and resource allocation can be observed even under bursty application workloads. Furthermore, the simple prediction techniques we propose can greatly improve responsiveness. However, we note that misprediction of future load can cause a significant decrease in system utilization. We compare our allocation techniques with lottery scheduling and note that our auction-based resource allocation scheme decreases the average packet delay by 10% under most application request workloads. Finally, we construct a simple analytical model to determine delay and protocol overhead based on the number of participating nodes.

Backup Path Allocation based on a Link Failure Probability Model in Overlay Networks (Weidong Cui)

High service availability is an important property for service providers. Having two orthogonal service/communication paths that work as a primary path and a backup can improve service availability. First, we present a correlated overlay link failure probability that is different from previous approaches assuming independent link failures. Based on this model, we propose a backup path routing algorithm, called probability-cost routing algorithm, which minimizes the joint path failure probability given a shortest path as the primary path by reducing the problem to linear programming. We also propose a backup path bandwidth allocation algorithm, called single-link-failure bandwidth allocation algorithm, which can recover from a single link failure. We compare these to naive approaches, second-shortest routing algorithm, and duplicate bandwidth allocation algorithm. Simulation results show that probability-cost routing algorithm and single-link-failure bandwidth allocation algorithm have much better performance in terms of robustness and efficiency than naive approaches. Moreover, we show that probability-cost routing algorithm is fault tolerant to noise of overlay link failure probabilities.

Improving Application-level Protocols through Introspection (Steven Czerwinski)

Application-level protocols, such as IMAP, HTTP, LDAP, and SMTP, are important tools for distributed system designers because they create abstraction barriers between clients and servers to hide complexity. However, due to poor design or misuse of the interface, these abstraction barriers often degrade performance. We will discuss a general strategy, using introspection, for finding and eliminating the performance drop due to app-level protocols. The key to improving these protocols is not better initial design, but rather to build “slop” into the protocols and to allow systems to adapt their use of the protocol on the fly based on measurements of their performance. We will present initial results that demonstrate how several popular, commercial protocols can be improved by this strategy. We will also discuss many of the important research issues that need to be addressed in this area.

Hyperchord: A Symmetric Peer-to-Peer Data Location Architecture (Karthik Lakshminarayanan, Ananthapadmanabha Rajagopala-Rao)

The Chord protocol has been recently proposed to efficiently map keys onto nodes in a peer-to-peer system. Chord requires each node to maintain only O(log N) routing entries, and guarantees that any key is found in O(log N) steps, where N is the number of nodes in the system. Despite these highly desirable properties, one potential problem with Chord is that the routing entries are not symmetric. As a result, routing entries cannot be updated during the lookup operations, and the routes themselves are asymmetric. To address these problems, we propose a new scheme, Hyperchord, which maintains symmetric information in routing tables, i.e., if node A contains node B in its routing table, then B contains A in its routing table as well. Using extensive simulations and experiments, we show that Hyperchord can reduce the number of control messages by more than four times, and, in addition, decrease the lookup latency by 10% as compared to Chord. To illustrate the utility of Hyperhcord, we have implemented a matrix multiplication application on top of Hyperchord and performed experiments on the Millennium testbed with up to 64 nodes.

Applications and Services Infrastructure on Optical Networking (Tal Lavian)

Optical networking infrastructure focuses on bandwidth. Yet a new service infrastructure is needed. We are examining issues like: how to build a light path among service providers; methods of service composition of light-paths across technologies (access, metro, long haul); ways to share expensive infrastructure among service providers; locating the best available optical resource among providers; determining the types of intelligence that can be added to the edge of the optical core; how to build service directory of storage, backup, computation, optical VPN, and available Lambdas? Examples of the services we are considering include: finding the best instance of Storage Area Network (SAN)—What is best?; disaster recovery over Metro area, (Storage and computation); provide Optical VPN on demand to a remote site (need 10Gb/s for 25 minutes); provide a link with HDTV quality (remote medical operation for the next 2 hours); provide periodic network backups capabilities (preferred to a backup bunker) without the needs for local tapes. In these case, we seek to allow the applications to negotiate the resources availability and control the network path creation. 

New Internet Architecture results from Optical Networking (Tal Lavian)

The optical networking infrastructure and DWDM have changed dramatically in the last few years. The bandwidth in the core (not access yet) has become a commodity, changing many networking assumptions. Some characteristics of Optical networking are different than traditional L3 networking. Some characteristics of new optical technologies are limited by the current Internet architecture. Currently there is an impedance mismatch in many dimensions. One example for bottlenecks type is in the peering points between the current ASs and ISPs. The peering is done in L3 and above. New sets of services can be built in L1-L2 and dynamic light-path can be created. Provisioning is a long and inefficient process. New technologies have emerged to build these capabilities: Automatic Switched Optical Networks (ASON) in the Long Haul and Resilient Packet Rings (RPR) in the Metro. One of the Research questions is what is needed to build new Internet architecture utilizing the new advancements in optical networking.

A Scalable and Robust Solution for Bandwidth Allocation (Sridhar Machiraju, Mukund Seshadri)

We propose a novel solution to provide bandwidth allocations that is both scalable and robust. Scalability is achieved by not requiring routers to maintain per­flow state on either the data or control planes. To achieve robustness, we develop two key techniques. First, we use a recursive monitoring scheme to detect the misbehaving flows that exceed their reservations. The idea is to divide the traffic in large aggregates, and then estimate the arrival rate and the reservation of each aggregate. If an aggregate misbehaves, i.e., its arrival rate is greater than its reservation; we split that aggregate recursively until we catch the misbehaving flow(s). The misbehaving flows are then policed. We present results on the performance of this scheme compared to a random sampling scheme that indicate the pros and cons of both these schemes. Second, we use an admission control protocol based on light­weight certificates to prevent malicious users from claiming reservations that were never awarded to them. We also provide a sampling based solution to make the control plane robust. To evaluate our solution, we conducted extensive simulations. The results showed that the proposed solution is feasible and effective in protecting well­behaved flows when the number of misbehaving flows is no larger than 15­20 %.

An Always Best Connected (ABC) Experience (Sridhar Machiraju)

Wireless operators are introducing 3G systems (UMTS, CDMA2000) designed to provide Internet services on “cellular phones”, which are becoming increasingly powerful and PDA-like. On the other hand, increased availability of cheap high-rate WLAN at offices, homes and public hot-spot areas has led to increased access of Internet-based services using more powerful mobile devices such as laptops, notebooks and high-end PDAs. The deployment of 3G systems will ensure an Always Connected world, albeit one in which the data rates are usable at best and slow at worst. Given the availability of high data rate wireless, it is natural to pose the question—“How can these trends be combined seamlessly to provide an Always Best Connected (ABC) experience”? We are evaluating/investigating methods to provide mobility between GPRS, 802.11, and wired accesses. These include Mobile IP, session layer and NAT-based solutions. Other research topics we are addressing are: What are the best locations to place mobility servers (Home Agents, session mobility servers) given that different operators could manage different accesses? From the operators point of view, what are the mechanisms needed to enable seamless connectivity? How would a mobile virtual network operator (MVNO) provide ABC? Apart from providing seamless connectivity, how do operators assure Quality-of-Service when different access networks are used in providing connectivity? Users prefer to subscribe to one operator and receive one bill. The questions here are the authentication mechanisms (of users to access network providers and vice versa) and the billing model. ABC functionality may be used by operators to share (expensive) access resources in high traffic load situations. Some mechanisms to enable cooperation may include automated auctions or capacity clearing houses depending on the volumes to be handled. Research issues in this respect relate to the complexity of the cooperative mechanisms vis-à-vis the potential gain in operational costs.
Precise and Efficient Evaluation of Proximity between Web Clients and Their DNS Servers (Morley Mao)

Content Distribution Networks (CDNs) improve Web performance by delivering content to end-users from servers located at the network edge. An important factor contributing to the performance improvement is the CDN’s ability to select servers close to the requesting clients. Most use the Domain Name System (DNS) to make such decisions. However, DNS provides only the IP address of the client’s local DNS server to the CDN, rather than the client’s IP address. Therefore, CDNs using DNS-based server selection assume that clients are “close” to their local DNS servers. To quantify the impact of the proximity between clients and their local DNS servers, we propose a novel, precise, and efficient technique for finding the associations of client to local DNS servers. We collected more than 4.2 million such associations within three months. From this data, we study the impact of proximity on DNS-based server selection using four different proximity metrics. We conclude that DNS is good for very coarse-grained server selection, since 64% of the associations belong to the same Autonomous System. DNS is less useful for finer-grained server selection, since only 16% of the client and local DNS associations are in the same network-aware cluster (based on BGP routing information). As an application of this methodology, we evaluate DNS-based server selection in the three largest commercially deployed CDNs to date.
Delayed Internet Routing Convergence due to Route Flap Damping (Morley Mao)

Route flap damping is a widely deployed feature in BGP routers to achieve Internet routing stability. It keeps track of route changes for each destination from each peer by adding a penalty value for each flap. The penalty value decays exponentially over time. The route is suppressed if the penalty exceeds a certain threshold. Using simulations and data traces, we show that this simple scheme can adversely interact with BGP routing convergence process and further delay convergence times. We formally analyze the interaction between flap damping and convergence to understand when it occurs. Finally, we propose a simple change to the route flap damping mechanism to eliminate this interaction.
OBGP: A Mechanism for Optical Peering and Lightpath Trading (George Porter)

Optical BGP (OBGP) is a new protocol proposed as part of Canada’s CA*Net3 all-optical research and educational network. It allows for dynamic construction of optical paths between networks under the control of different administrative domains. Coupled with the appropriate service policies, OBGP enables peering between cooperating networks, as well as support for lightpath trading and brokering. At the heart of the protocol is the idea of optical cross-connect (OCX) port virtualization, wherein ports act as BGP speakers. In this way networks have some control over lightpath routing through their neighbors. The most obvious application of this technology is research and educational networks, where large data volumes are generated at fixed locations in the network (e.g., radio telescopes) and consumed elsewhere in scheduled timeframes. Commercial applications can also benefit. Networks could use OBGP to “dial-in” additional bandwidth as needed. Furthermore, OBGP could offload traffic from electronic switching elements to dynamically allocated optical channels. For this to occur, though, it will be important to introduce service policies that define peering relationships and enable their verification. It is unknown whether trading essentially point-to-point links between networks would be economically advantageous, given the natural need to aggregate multiple connections in a hierarchical nature, rather than in a flat, crossbar-type network. Additionally, the above-mentioned measurement and enforcement mechanisms must be provided before the feasibility of enabling new types of optical networks in different application areas can be determined. With these in place, though, OBGP will enable the automatic construction of multi-domain optical channels and dynamic overlay networks.

Wide-Area Service Composition: Evaluation of Availability and Scalability (Bhaskar Raman)
Service composition provides a flexible way to quickly enable new application functionality using component services. In this work, we are concerned with the scenario where next generation portal providers “compose” the services of multiple other providers. The component services could be deployed in a replicated fashion, and the composed service-level path could stretch across the wide-area Internet. We wish to take advantage of service replicas to achieve better availability, by detecting and recovering from failures in composed application sessions. Using traces, we find that Internet-path failures can be detected by end-points within about 2 seconds. We design an architecture based on an overlay network of service clusters, which implements the middleware functionality of path creation, failure detection, and path recovery. The overlay network is virtual-circuit based. Path recovery does not rely on information propagation and stabilization across the network, and hence is very quick. To evaluate the effectiveness of our recovery mechanism, we have implemented a composed text-to-speech service. We find that client sessions can be recovered in O(3 sec), which means that Internet path failures can be completely masked from end-users. We also evaluate the scaling aspects, and find that the additional provisioning required for the middleware functionality is minimal. Our evaluations are based on an emulation platform that we have developed on top of the Millennium cluster of workstations.

Broadcast Internetworking-an Architecture for Bridging Multicast/Broadcast-capable Domains (Mukund Seshadri)

There have been several protocols proposed to enable multicast/broadcast, both at the IP layer and at the application layer. No single protocol spans the entire Internet. We propose an architecture that enables the composition of different and non-interoperable broadcast-capable networks/domains to provide an end-to-end broadcast service. The solution is based on setting up broadcast gateways and peering relationships between gateways in different domains to enable broadcast data exchange across domains. The gateways run routing, tree-building, and data channel establishment protocols among themselves. We describe our implementation and preliminary results from the same.

A Congestion Pricing User Study Using a 802.11a Wireless LAN (Jimmy Shih)

We are conducting a user study using the EECS departmental 802.11a Wireless LAN (WLAN) to determine if prices can be used to more efficiently allocate the WLAN bandwidth. In the current allocation scheme, everyone suffers when there is congestion on the WLAN. We would like to use congestion pricing, where these vary according to the load, to allocate the bandwidth so those willing to pay can still obtain the bandwidth while those who are not save money. Our hypothesis is that price increases during congestion entices heavy users to conserve bandwidth so that more light users can be supported. We do not charge WLAN users, rather we give each a certain number of free tokens a week. Normally, they would be rate-limited to a certain amount of bandwidth. However, when they need more bandwidth, they can purchase additional bandwidth using their free tokens. We have prototyped the above system by using a Packeteer PacketShaper box for managing the link between a wireless subnet and the rest of the Internet. We plan to deploy the prototype to about 50 graduate students in the coming Spring semester to conduct the user study.
An Overlay based QoS Architecture for the Internet (Lakshmi Subramanian)

This work proposes a new QoS architecture, called OverQoS, which provides end-to-end quality of service without requiring all routers implement QoS-related functionality. This makes OverQoS incrementally deployable, and allows third-party providers to deploy and experiment with new QoS models in today's Internet. OverQoS routers are connected via underlying Internet paths that constitute virtual links between them. Virtual links provide a new abstraction, called controlled-loss virtual link, that guarantees a given target loss rate for the overlay traffic on the corresponding virtual link. With this abstraction, OverQoS can provide end-to-end services as strong as per-flow bandwidth and loss guarantees with virtually no support from the underlying network. To demonstrate the effectiveness of our solution, we present both simulation and experimental results.

An Authorization Control Framework to Enable Service Composition (Takashi Suzuki)
Rapid growth in the demand for value-added services motivates the concept of Web service composition, which connects service components at a moment of execution. We present a study on an authorization control framework that supports flexible and complex service composition across heterogeneous administrative domains. In this study, we propose the following two features: a generic authorization control protocol, and an authorization decision mechanism with a credential transformation. The former is designed to build a comprehensive authorization infrastructure supporting various service components, and can solve the problem that existing protocols, designed for specific services such as RADIUS, DIAMETER and COPS, are not suitable for composed services. The latter enables authorized service invocation across administrative domains, which use different credentials, without forcing service users to obtain and verify credentials external to their local environment. Also, it liberates service providers from preparing multiple authorization rules. We show a design of a generic authorization control protocol using SOAP/XML, and a credential transformation scheme based on XSLT (eXtensible Stylesheet Language Transform). 
Supporting Legacy Applications in Associative Overlay Networks (Shelley Zhuang)

Indirection plays a fundamental role in today’s Internet. Existing solutions to provide mobility, anycast, and multicast at the IP layer, and to provide web caching and server load balancing at the application layer, are based on indirection. Unfortunately, the fact that IP does not provide efficient support for indirection makes it difficult and complex to deploy these solutions. In Associative Overlay Networks, we propose to replace the point-to-point communication abstraction used in today's networks with a rendezvous-based communication abstraction: instead of explicitly sending a packet to a destination, each packet is associated with an identifier, which is then used by the receiver to get the packet. This decoupling between the sender and the receiver allows rendezvous-based networks to provide natural support for mobility, anycast, and multicast. The packet delivery service offered by AON is only best-effort, which allows existing UDP-based applications to work with AON rather easily. For TCP-based applications, we propose a mechanism that is application independent, and does not require any changes to existing IP hosts or network routers.

